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Abstract. In the personal computing and workstation environments, more and more 110 
adapters are becoming complete functional subsystems that are intelligent enough to 
handle 110 operations on their own without much intervention from the host processor. 
The IBM Subsystem Control Block (SCB) architecture has been defined to enhance the 
potential of these intelligent adapters by defining services and conventions that deliver 
command information and data to and from theadapters. In recentyears, anewstorage 
architecture, the Redundant Array of Independent Disks (RAID), has been quickly 
gaining acceptance in the world of computing. In this paper, we would like to discuss 
critical system design issues that are important to the performance of a network file 
server. We then present a performance analysis of the SCB architecture and diskarray 
technology in typical network file server environments based on personal computers 
(PCs). One of the key issues investigated in this paper is whethera disk array can 
outperform a group of disks (of same type, same data capacity, and same cost) 
operating independently, not in parallel as in a disk array. 

1. Introduction 

As processor performance continues to increase at an 
enormous pace and advanced memory architectures 
allow the host memory to keep up with processor 
speed, the 1/0 subsystem in a computer is fast becoming 
the system bottleneck. Since it depends on either network 
media technology or mechanical devices with moving 
parts, the I/O performance has lagged behind the pro- 
cessor and memory speeds. The 1/0 performance 
problem becomes even more acute as large, expensive 
mainframe computers give way to a network of smaller 
workstations and personal computers. In a networking 
environment, the large-scale storage of shared infor- 
mation assumes paramount importance. In such an 
environment, hundreds of  users, each with his or her 
own personal computer, can work and share gigabytes of 
programs, application packages, information databases, 
and I/O devices, such as laser printers, plotters, etc. 
Network file serving is therefore one of the most 
I/O-intensive applications for personal computers and 
workstations today. 

Fortunately, there have been some major advances in 
the 1/0 area recently. More and more 1/0 adapters 
(controllers) are becoming complete functional subsys- 
tems that are intelligent enough to handle I/O operations 
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on their own without much intervention from the host 
processor. To take advantage of these intelligent 1/0 
adapters, IBM has proposed the Subsystem Control 
Block (SCB) architecture, which defines the services and 
conventions that deliver command information and data 
to and from the adapters. The SCE architecture has two 
operating modes, the Locate Mode and the Move Mode. 
The Locate Mode represents the conventional, intermpt- 
driven 1/0 protocol used in many current computers, 
while the Move Mode provides a true peer-to-peer I/O 
protocol between any two units in the system (the term 
'unit' here refers to either an intelligent 1/0 adapter or the 
host processor in the system). In recent years, a new 
storage architecture, called the Redundant Array of 
Independent Disks (RAID), has also been gaining accep- 
tance quickly in the world of computing. How do these 
advances in 1/0 adapters, 1/0 protocols, and disk orga- 
nizations affect the overall performance of today's perso- 
nal computers? In this paper, we focus on personal 
computers that are used as network file servers. Using 
simulation models, we consider two high-end personal 
computer systems, which are identical in all upects- 
except for their 1/0 subsystems: one implements the 
RAID technology, and the other does not. We then 
evaluate the impact of these 1/0 subsystems, operating 
with either the conventional I/O processing protocol or 
the new peer-to-peer 1/0 protocol embodied in the SCB 
architecture, on the overall system performance. 
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2. The Subsystem Control Block architecture 

The Subsystem Control Block (SCD) architecture 
enhances the potential of intelligent IjO adapters by 
defining the logical protocols and control structures that 
are used to transfer command or control information, 
data, and status information between the host processor 
and an IjO adapter, or directly between I/O adapters 
themselves (peer-to-peer) [l]. The architecture provides 
command chaining, data chaining, signalling, and syn- 
chronization of commands and status information. It 
separates the delivery of control information from data 
delivery to increase the system performance, raise the 
level of functional capability, and provide more design 
flexibility. The SCB architecture has two operating modes: 
the Locate Mode and the Move Mode. 

2.1. Conventional I/O protocol (SCE Locate Mode) 

Many intelligent IjO adapters used in personal systems 
today support the Locate Mode (or some variants) of the 
SCB architecture. It is an interrupt-driven IjO protocol. In 
the Locate Mode, the control structure is a relatively fixed 
format structure, called the Command Control Block. 
This structure allows the command, control, and status 
information, as well as pointers to data buffers in host 

memory, to be passed from the host processor to an 110 
adapter (figure 1). 

In the Locate Mode, only the host processor can send 
requests to an 1/0 adapter. To send a request to an IjO 
adapter, the host processor first builds the control block in 
host memory to describe the IjO operation that needs to be 
performed (an 1/0 request). It then writes the physical 
memory address of the control block to the adapter’s 
command interface registers, and a device identifier to 
the adapter’s attention register, which interrupts the 
adapter’s on-board processor. After being interrupted, 
the adapter’s processor uses the memory address in its 
command interface registers to locate the control block in 
host memory and fetches it into its own storage area for 
execution. After the IjO request is completed, the adapter 
interrupts the host processor, and supplies it with status 
information. The adapter’s reply to the host processor 
must be synchronized with the request. 

The operation of the Locate Mode is serial in that the 
host processor cannot send another request to the same 
IjO device (disk, LAN connection, etc) until the current 
request has been completed. There can only be one request 
active per device at any given time, because requests to the 
same device cannot be ‘tagged‘. The host processor, 
however, can send requests to other devices through the 
same or a different IjO adapter. One exception is the IBM 
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Figure 1. An interrupt-driven I10 architecture (SCB Locate Mode). 
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PS/2 RAID adapter. The main difference between the SCB 
Locate Mode and the RAIDS I/O protocol is that the 
latter can support the queuing of multiple requests (up to 
61) in the adapter's memory buffer. This is necessary 
because the whole disk array is treated by the system as 
a single logical disk unit. 

2.2. Peer-to-peer 110 protocol (SCB Move Mode) 

The Move Mode supports I/O data transfers by using 
shared memory interfaces to deliver requests and control- 
related information between any two units in the system 
(figure 2). The term 'unit' here is used to indicate an 
intelligent I/O adapter or the host processor. This pro- 
vides the true peer-to-peer relationship between all system 
components. The key feature in the Move Mode is that an 
1/0 adapter can send requests to, and accept requests 
from, another 1/0 adapter, not just the host processor. 
In contrast, in the Locate Mode, an 1/0 adapter can only 
receive requests from the host processor. At the present 

time, only the IBM PS/2 SCSI-2 adapter can support the 
SCB Move Mode. 

The Move Mode uses control elements instead of 
control blocks. The control elements are variable in 
length and can contain 1/0 requests, status, or error 
notifications. It is used by one unit to deliver a request 
or reply to another unit. The control elements are 
moved between each pair of units in the system through a 
pair ofdelivery pipes. Each pipe behaves as a FIFO queue, 
and allows for the delivery of control elements in only one 
direction. Full-duplex operation thus requires a pair of 
pipes. There is one pair of delivery pipes for each pair of 
units that want to communicate with one another. Figure 2 
shows three pairs of delivery pipes used by two I/O 
adapters and the host processor to communicate with 
one another. A delivery pipe must be in memory share- 
able by the sending and receiving units. This does not 
mean that the pipes must reside in host memory; they can 
be in an 1/0 adapter's memory buffers, provided that any 
other adapter or host processor who wants to com- 
municate with it can access those memory buffers. The 
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Figure 2. A peer-to-peer I10 architecture (SCB Move Mode). 
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pipes allow multiple control elements to be queued and 
processed asynchronously by each adapter or host pro- 
cessor. Unlike the Locate Mode, the Move Mode is not 
serial in nature (it can support the queuing of many 
requests to the same 1/0 device in the delivery pipes) and 
requires a much smaller amount of interrupts. 

In the case of large sequential data transfers, such as a 
video stream, the Move Mode is very effective. In this 
case, the host processor running the operating system 
must initialize one of the 1/0 adapters (say, the token-ring 
adapter) at the beginning of each video stream transfer. 
After that, the host processor and host memory can be 
used for other work while the sequential video stream is 
transferred directly between the SCSI and token-ring 
subsystems. 

3. Systems under consideration 

We would like to evaluate how the SCB Locate Mode and 
Move Mode can affect the performance of network file 
servers equipped with either a disk array (RAID) or a 
number of independent disks. But iirst, we need to discuss 
the network i5le server environments that are selected for 
our study. We assume a high-end personal computer, like 
the IBM Personal System/2 Model 95 XP 486 SOMHz 
Server (or just 50 MHz Server for short), as the server 
system in this study. 

3.1. Application environments 

The workload characteristics of network file servers vary 
widely, dependent on the installations. Each LAN instal- 
lation has a different number of users on the network, 
different machines, different shared I/O devices, and 
different types of shared information. Additionally, the 
workload characteristics of a given LAN installation also 
depend on the time of usage: the network workload is 
usually light on weekends and evenings, and becomes 
heavy during the afternoons. In order to evaluate the 
performance impact of different I/O architectures on 
network file servers, we have designed several workloads 
that are based on a number of studies [2-61. According 
to those studies, most network environments have the 
number of reads three times as high as the number of 
writes, and we use this 3 : 1 read-to-write ratio for all 
workloads used in our study. 

University workload. This workload is based on a study 
performed at the University of Saskatchewan 121. This 
distributed computing environment forms part of the 
Computer Science Research Laboratory in the Depart- 
ment of Computer Science, and is based on a 10Mbps 
Ethernet network. The machines on the network consists 
of 14 Sun 3/50, one Sun 3/60, one MIPS M/120, and 10 HP 
9000/340 series workstations. The server system is a Sun 
3/180, providing user file access to more than 250 potential 
users, comprising faculty, staff, and students in the 
Department. The MIPS system averages 17 users during 
prime time hours. The Sun and HP workstations are 

usually occupied by only one user at a time. Some HP 
systems are diskless. All operating systems are UNIX- 
based, and remote file service is provided by the Network 
File System (NFS). There is a large amount of text 
processing, programming development activities (editing, 
compiling, debugging, etc), and e-mail processing. As 
such, the workload in this environment is typical for 
many academic environments. In our study, we assume 
the IBM PS/2 Model 95 50 MHz Server is the file server 
instead of the Sun 3/180 system. The request size distribu- 
tion used in our models for this workload is based on the 
results reported in [2]. The request interarrival time, as 
measured in [2], is a hyper-exponential distribution with a 
mean of 0.80 seconds and a coefficient of variance of 2.98. 
The average file system cache hit ratio is assumed to be 
approximately 60%, which is typical for most network file 
server environments [6], 

Medium workload. The request size distribution of this 
workload is similar to that of the university workload. The 
average file system cache hit ratio is still 60%. However, 
the request interarrival time distribution is based on [SI, 
which describes a packet-train model for LAN traffic. 
There is an intra-train distribution and an inter- 
train distribution. The time intervals between ‘trains’ of 
packets are very large (in the order of tens of seconds), so 
we do not really care about them. Within each ‘train’, 
however, the packets arrive in close succession, so it is 
more interesting to see how the server handles these 
packets. As a result, we are more interested in the intra- 
train time distribution. In the models, we use the hyper- 
exponential distribution with mean 0.050 seconds and 
coefficient of variance 1.6, as measured in [5], for request 
interarrival time distribution. 

Heavy workload. To see how different I/O architectures 
behave in a heavy network file server environment, we 
came across a study performed at the University of 
California at Berkeley (VCB) [4]. The workload 
measured and reported in this study is much heavier 
than previous studies. The measurement environment 
has a single-cable Ethernet in the Computer Science 
Department at UCB, which connects about 100 
machines: 41 diskless Sun workstations; 23 XEROX Star 
workstations; three VAXs, several MicroVAXs; and a few 
Symbolics and TI Explorer LISP machines. Two of the 
VAXs and a Sun workstation are used as gateways to 
other UCB networks. ‘User activities include program 
development, text editing, operating-system research, 
and experimentation with compute-intensive programs. 
This is a typical environment in a large research organi- 
zation. We assume in our study that all 100 machines 
share our Psi2 SO MHz Server on a 16 Mbps token-ring 
network (instead of an Ethernet). The request interarrival 
time distribution is based on the cumulative percentage of 
request arrivals reported in the UCB study, which notes 
that 50% of the requests are followed by the next request 
within 3ms, 84% are followed within lOms by another, 
and 99% within 9Oms. The packet sizes on the 10 Mbps 
Ethernet are different from those on the 16Mbps token 
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ring, so we assume the request size distribution in this case 
is the same as the one in the university environment 
discussed earlier. As in previous workloads, we assume 
that the average 6le system cache hit ratio is approximately 
60%. 

Very heavy workload. We have decided to go one little 
step further with the UCB-based workload mentioned 
here. We assume that there are so many machines on the 
network doing different tasks that the file system cachehit 
ratio on our PS/2 SO MHz Server drops to 20%. This low 
cache hit ratio on the file server can be caused by the fact 
that some client machines have their own 6le system 
caches for disk I/O. The presence of these client caches 
reduces the traffic to the file server, but it also increases the 
cache miss ratio on the server [a. However, in our case, we 
assume that we have so many more machines on the 
network that the request interarrival time distribution is 
not changed from the UCB-based workload. In other 
words, the very heavy workload is the same as the heavy 
workload discussed in the preceding section except that 
the file system cache hit ratio on the server drops to 20% 
(from 60%). 

3.2. Operating system environment 

The operating system maintains the file system cache. In 
om models, we assume a 4 MByte file system cache, with a 
cache block size of 8 Kbyte. These sizes are very common 
on network file servers. A disk read request that is less than 
8 Kbyte and not in cache (read cache miss) will cause the 
entire 8 Kbyte cache block to be read in from disks. A write 
cache miss will not cause anything to be brought into the 
file system cache. The models also assume a small 
128Kbyte write buffer. Disk write requests are not 
written to disks immediately. First they are written to 

the write buffer, and at the first opportunity that the disk 
1/0 subsystem is not busy, they will be written to disks. If 
the write requests are to the same track or cylinder on the 
same disk, they can be combined together into a single 
request, thus reducing the disk write traffic. According to a 
trace-driven analysis of write caching policies for disks [7], 
a small 128 Kbyte cache can reduce the disk write traffic by 
10%. which is used in the models. 

3.3. Hardware environments 

We consider the IBM Personal System/2 (PS/2) Model 95 
50MHz Server, as shown in figure 3, as our server plat- 
form. It has the usual components of a personal computer 
system, such as the host processor, host memory, a SCSI 
1/0 disk subsystem, a token-ring subsystem, and a central 
system bus (the Micro Channel). For the high-end PS/2 
50 MHz Server, the host processor is a SO MHz i486DX 
processor with 256 Kbyte of second-level cache. In some 
cases, we also consider a mid-range PS/2 Model 70 system 
witha25 MHzi386DX processor and 64Kbyte ofexternal 
cache. In our work, we assume that the amount ofphysical 
memory is quite large so that we would never reach the 
memory overcommit state; there is no memory swapping 
as a result of memory shortage. However, we do take into 
account the memory access contention in our models. The 
memory access speed is dependent on the host processor's 
cycle time. The PS/2 SO MHz Server uses the dual-path 
design for its memory controller. This design implements 
separate data paths and FIFO queues for the host pro- 
cessor and the Micro Channel. This enables both the host 
processor and the Micro Channel to buffer memory 
requests simultaneously and perform other tasks while 
the memory controller processes those memory requests 
queued up in the FIFOs. 
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System I10 bus (the Micro Channel). The high-end PSI2 
50 MHz Server supports the 32-bit data streaming mode of 
the Micro Channel, with an effective data transfer rate of 
40Mbytes/s (32-bit data bursting on the channel with 
IOOns cycle time). If there is another transfer waiting, 
the current transfer has a maximum of 4 ps to stream data 
across the Micro Channel before having to relinquish 
control of the channel. The average arbitration overhead 
on the Micro Channel is approximately 10% of the data 
transfer overhead. The mid-range PS/2 Model 70 has a 
32-bit Micro Channel with 300 ns basic cycle time, giving 
an effective data transfer rate of 13.33 Mbytes/s. 

SCSI-2 I/O subsystems. As shown in figure 3, the disk I/O 
subsystem on the PS/2 50MHz Server implements the 
ANSI SCSI-2 standard, which allows multiple commands 
to be queued to an I/O device (supporting the SCB Mode 
Move) and specifies a maximum data transfer rate of up to 
20 Mbytes/s. 

We consider two different SCSI-2 I/O subsystems: one 
implements the RAID disk array technology, and the 
other does not. We do not attempt to compare the 
disk array performance to a single large disk (SLED). 
Many other performance studies already did RAID versus 
SLED comparisons [SI, and found that, unsurprisingly, 
disk arrays are indeed better in performance than SLEDS. 
What we really want to find ont in this study is whether 
a disk array can outperform a group of disks (of same 
type, same data capacity, and same cost) operating 
independently, not in parallel as in a disk array. 

Non-RAID I/O subsystem. In a non-RAID disk configu- 
ration with multiple disks, there i s  no data striping and the 
disks operate independently. A single data fde must reside 
on a single disk. For this 1/0 subsystem, we use the IBM 
PS/2 SCSI-2 adapter, which is the only commercially 
available adapter that can support both the SCB Locate 
and Move Modes. The IBM SCSI-2 adapter has an Intel 
80C186 microprocessor to handle the SCB protocols and 
control the data transfers. It also has a small dual-ported 
buffer to handle data transfers to and from the Micro 
Channel at an effective data rate of 40 Mbytes/s. At the 
other end of the adapter is one 16 bit, 20 Mbytes/s SCSI-2 
bus (in our study, we assume only one SCSI-2 bus, as it is 
not a potential system bottleneck and each bus can handle 
up to 7 disks). 

RAID I10 subsystem. A RAID 110 subsystem allows a 
single data file to be striped, or interleaved, across multiple 
disks (a disk array). This allows disk requests to be 
overlapped and processed in parallel by multiple disks in 
the disk array. Even though a simple disk can outperform 
a single large disk, it suffers in reliability. Many disks 
operating in parallel, where each disk contains only a 
portion of a data file, creates a system whose reliability is 
unacceptable. The solution to this reliability problem is to 
add redundancy to the disk array. The way in which a disk 
array interleaves data and adds redundancy determines 
the trade-offs between cost, performance, and data 
protection. The computer scientists at the University of 

California at Berkeley [9] defined several possible RAID 
implementations. The most popular configuration is 
RAID-5, where the data is striped by blocks, rather than 
bytes, across multiple drives. The block sue at which data 
is striped, also called the interleaving depth, depends on 
the hardware implementation. Another special feature of 
RAID-5 is the fact that the parity information is distrib- 
uted across all disks in the anay, as shown in figure 3. If 
the parity blocks are on the same disk, then it would be 
RAID-4. The distribution of parity information among all 
disks in a RAID-5 array minimizes the performance 
bottleneck caused by excessive accesses to the panty disk 
in RAID-4 [9]. We have decided to focus on RAID-5 
because of its tremendous popularity over other RAID 
configurations: virtually all existing disk array controllers, 
including the IBM PSI2 RAID adapter, support RAID 5.  
Very few, if any, are supporting RAID 3. RAID 0, I, 2, 
and 4 configurations are not very practical for video or 
network file servers that are based on personal computers. 
In this paper, we assume a RAID-5 disk array with five 
disks. It should be noted that a five-disk RAID 5 system 
provides a 4-disk logical data capacity, excluding the 
panty information. 

We have also decided to use an IBM disk array 
controller for two reasons. First of all, it employs a high- 
performance, cost-effective RAID-5 disk array implemen- 
tation. Secondly, we have easy access to the architectural 
information and empirical performance data obtained 
from the hardware development groups here at IBM. 
This is necessary for model development as well as model 
validation. The IBM PS/2 RAID adapter has the following 
characteristics (which are all simulated in our models). 

Use an Intel i960 RISC processor for on-board pro- 
cessing. This processor is much faster than the 80ClS6 
microprocessor used on the IBM PS/2 SCSI-2 adapter. 
However, it also has to execute more microcode in a 
RAID implementation, especially the calculation ofparity 
information during write operations. 

0 Have up to 4Mbytes of on-board memory buffer. 
About 1 Mbyte of this buffer is used to store microcode 
and other information pertinent to the operation of the 
adapter, so only 3 Mbytes are available for staging data 
coming to and from the disk array, as well as caching 
frequently used data. The buffer’s cache block line is 
8 Kbytes, so for requests larger than 8 Kbytes. this buffer 
cache behaves just like a’staging buffer for 1/0 data 
moving between the Micro Channel and the disk array. 
For small read requests (smaller than 8 Kbytes) that are 
not in cache, the adapter will read SKbytes from the disk 
array to fill in the entire cache block in the adapter’s 
memory buffer. 

In effect, for disk read operations, we have two levels of 
caching: the file system cache and the RAID adapter’s 
memory buffer. We assume that the file system cache is 
fairly effective in reducing the read traffic, so that any 
read m i s s  from the file system cache will likely m i s s  .the 
adapter’s buffer cache as well. We assume that the RAID 
adapter’s memory buffer can reduce the read traffic to the 
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disk array by about 20%. This 20% hit ratio for the 
adapter’s buffer is derived from simulation studies in 161, 
and is based on the size of the fiIe system cache considered 
in our study as well as the 3 Mbyte size of the adapter’s 
memory buffer available for caching. However, the 
adapter’s buffer can reduce the disk read traffic required 
for parity calculation during write operations by a much 
higher percentage. This is because the reads required for 
panty calculations are initiated by the adapter’s processor, 
and thus, do not go through the 6le system cache. Our 
models assume that the adapter’s buffer cache hit ratio for 
these special reads is the same as the file system cache’s hit 
ratio (60%). 

0 Supports an interleaving depth of 8Kbytes, which 
means that the data is striped in blocks of 8Kbytes 
across all disks in the array. The collection, in logical 
order, of these 8 Kbyte blocks from the first drive of the 
array to the last drive of the array is called a stripe. For a 
disk read request of 8 Kbytes or less, only one disk in the 
array needs to be accessed. Since the data are interleaved, 
multiple small reads (8 Kbytes or less) can be overlapped 
and serviced simultaneously by different disks in the array. 
A read request for more than 8Kbyte would require 
multiple disks to be accessed in parallel. For disk write 
requests, things get more complicated as parity informa- 
tion must be recalculated. Before a write can be performed 
to certain disk(s), the data within the same stripe must be 
read into the adapter’s memory buffer from the remaining. 
disks in the array for parity recalculation. These reads can 
be done in parallel. The adapter’s i960 processor then 
recalculates the parity. After the recalculation, the data to 
be written for the write request and the new parity 
information must be written back to the disk array (in 
parallel). 

Does not support synchronized spindles for all disks in 
the array in order to allow multiple disks to process 
different small requests (8 Kbytes or less) concurrently. 
As a result, there is a performance penalty for large 
requests that require multiple disks to be accessed in 
parallel [lo]. 

Supports 32-bit data streaming on the Micro Channel at 
40 Mbytes/s (as with the non-RAID IBM PS/2 SCSI-2 
adapter). In our work, we assume that all five disks in the 
RAID-5 array are attached to the same SCSI-2 bus, as in 
the case of the non-RAID 1/0 subsystem. During a large 
disk read (more than 8 Kbyte), data coming from multiple 
disks must be merged in the adapter’s memory buffer 
before going out to the Micro Channel. 

SCSIdisks anddisk layouts. In our models, we consider the 
current state-of-the-art SCSI disks, such as the IBM 540 
Mbyte, 3.5”SCSI disks. EachSCSIdiskusedinthemodels 
spins at 6000 rpm, has an average seek time of 10 ms and 
raw media access speed of 3.5Mbytes/s. Each disk has an 
on-board, 256 Kbyte read-ahead buffer. The buffer can be 
divided into 4, 8, or 16 segments; each segment can 
perform read-ahead operations for a different process 
(user). Since the disk requests in a network file server 
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environment are rather random in nature, it is very 
difficult, if not impossible, to come up with optimal disk 
layouts. In our work, we do not make any assumptions 
about the disk layouts for a network file server. 

0 D k k  seek times. The average seek time is lOms for 
completely random requests. However, the disk requests 
in a network server environment are not completely 
random. Some trace studies [3, 61 showed that the net- I ,  

work6le accesses exhibit a strong locality, which is why file 
system caches are so effective at reducing the read traffic 
going to the disk I/O subsystem. Consequently, in our 
models, we use the exponential distribution for disk seek 
times with an average of 8 ms in the network file server 
environment (for both RAID-5 and non-RAID disk 
configurations). 
0 Disk rotational latencies. In the network file server 
environment, most of the requests are small in size and 
are not sequential, so they cannot benefit much from the 
disks’ read-ahead buffers. At 6000 rpm, it takes lOms per 
revolution, so we use the uniform distribution with range 
[0, lOms] to represent the disk rotational latencies in this 
environment. 

Disk transfer rates. For disk write operations, data must 
bewrittento thediskmedia,sothetransferrateinthiscase 
is 3.5Mbytes/s. For disk read requests, the transfer rate 
can be a little bit higher because of the disks’ read- 
ahead buffers. While not very effective for non-sequential 
reads, the disks’ read-ahead buffers can slightly reduce the 
number of I/Os to the disk media due to the locality of file 
references. Extrapolating data from [3], we assume that the 
disk buffer hit ratio is about 30%, yielding an effective data 
transfer rate of approximately 5 Mbytesls. 

The token-ring subsystem. A 16 Mbps token-ring network, 
connected to the IBM Token-Ring bus master in the 
50MHz Server, is used in the models. It should also be 
noted that most token-ring network support products 
allow a maximum packet size of XKbytes, so large 
requests will be broken down into 8Kbyte packewfor 
transmission on the token ring. 

4. Modelling methodology 

In our modelling work, we used the IBM Research 
Queuing Package (RESQ) [ll]. We have decided to use 
the simulation approach mainly because the IjO archi- 
tectures and the Personal System/2 system hardware 
modelled here are highly sophisticated, and thus, analyti- 
cal solutions could not be easily obtained. In addition, the 
models need some capabilities that are only provided with 
simulation (not analytical modelling) in RESQ, such as the 
capability to make routing decisions based on the status of 
simulation conditions as well as probabilities, etc. 

Low-level performance data for I/O devices were 
obtained using analytical methods. Operating systems’ 
code path lengths were obtained empirically by using 
the DEKKO software analysis tool running on the 
IBM Operating System/2 Version 2.1. The overhead of 
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microcode executed on the 1/0 adapters was also empiri- 
cally measured. Finally, all ofthese data wereused asinput 
parameters for a set of RESQ simulation models designed 
to obtain the overall system performance measurements. 
These models are capable of simulating all critical opera- 
tional and performance characteristics of the system 
components, from the file system cache maintained by 
the operating system to the intricate disk access operations 
in a RAID-5 disk array. 

We have validated the SCB Locate Mode models by 
empirical performance measurements collected on the real 
hardware. The scenarios used in these empirical measure- 
ments are artscial, but they are controlled and repro- 
ducible. The simulation results obtained from the models 
for those ‘test’ scenarios are always within 10% of the 
empirical data. The RAID-5 disk array models have been 
validated by visual animation (a graphical tracing facility 
provided in RESQ) for up to 100 consecutive disk I/O 
operations, and have been confirmed by some empirical 
data obtained for ‘test’ scenarios on an early prototype 
(the production-level IBM PS/2 RAID adapter is not 
available for our model validation efforts). There is no 
existing hardware that can support the SCB Move Mode 
(direct data streaming between two IjO adapters), so it is 
much harder to validate the Move Mode models directly. 
However, the same modelling techniques and many 
modelling assumptions used in the Locate Mode models 
are applied to the Move Mode models, so we are very 
confident about the Move Mode models. 

subsystems, and 1/0 devices. Then we look at the average 
overhead for 1/0 requests. 

System I/O bus (Micro Channel) ufilizution. Figure 4 shows 
that the Micro Channel utilization in the SCB Locate 
Mode and RAID-5 systems is higher than that in the Move 
Mode. This is because both the Locate Mode and RAID- 
S’S 110 protocol use the host memory as the intermediate 
destination for data transfers between the disk 1/0 sub- 
system and the token-ring network. In other words, each 
data transfer is two-legged from source to host memory 
and from host memory to destination. In the Move Mode, 
there is no intermediate destination (the host memory is 
not involved). Each data transfer is one-legged it takes 
place directly between the’ disk 1/0 and the token-ring 
subsystems. We would expect that the Micro Channel 
utilization in the Locate Mode and RAID-5 systems 
should be twice as high as in the Move Mode because of 
their two-legged data transfers as compared to one-legged 
data transfers in the Move Mode. However, this is not the 
case mainly because of the presence of the file system cache 
(for read requests) and the write buffer (for write requests) 
in the Locate Mode and RAID-5’s 1/0 protocol. Both the 
file system cache and the write buffer reduce the traffic to 
the disk I/O subsystem (refer to section 3 for more details), 
and thus, reduce the traffic on the Micro Channel. The 
university workload has the lowest Micro Channel ntiliza- 
tion, and the very heavy workload has the highest, as 
expected. In all cases, however, the Micro Channel is not 
the system bottleneck because it is never utilized more than 
10% (figure 4). 

5. Performance results 

As we analyse the data obtained from the models, we first 
focus on the utilization of the main system components, 
such as the Micro Channel, the host processor, the I/O 

Host processor utilization. Figure 5 shows the host pro- 
cessor utilization. Contrary to what some people believe, 
the host processor is not highly utilized in a network file 
server environment. On a 50 MHz i486DX processor, the 
processor is never used more than 30% for all workloads 
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Figure 4. Micro channel utilization. 
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Figure 5. Host processor utilization. 

used in this study, so it is not the system bottleneck. If the 
6le server is handling a very heavy workload, an i386- 
based system may not be adequate, as evidenced by the 
vertical bars on the right in figure 5, but an i486-based 
system will do just fine. In the Move Mode, the host 
processor utilization is not zero in the network 6le server 
environment. This is because the host processor, running 
the operating system's 6le system and network software, 
must provide information about each request to one of the 
two 1/0 adapters before data can be transferred between 
those two adapters. 

In the Locate Mode and RAID-5 systems, lower 6le 
system cache hit ratio means that the host processor has to 
generate more requests to the disk 1/0 subsystem and run 
more file system/disk device driver code per request. Thus 

the host processor is mot utilized in the very heavy work- 
load, where the 6le system cache hit ratio is only 20% 
(figure 5). Since the Move Mode cannot take advantage of 
the file system cache (or write buffer), the host processor 
utilization is the same for both heavy and very heavy 
workloads (Figure 5) .  

Disk utilizufion. The data in figure 6 indicates that the 
average disk utilization in the SCB Move Mode is higher 
than those in the Locate Mode and RAID-5 systems. This 
is because the Locate Mode and RAID-5 systems can take 
advantage of the file system cache and the write buffer in 
host memory. The cache and write buffer reduce the 
amount of traffic going to the disk I/O subsystem, result- 
ing in lower disk utilization. As expected, the heavier the 

NETWORK PILE SERVER IiNVIRONMENT 
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Figure 6. Average disk utilization. 
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Figure 7. SCSl I10 adapter utilization. 

workload, the higher tk average disk utilization becomes. 
Another interesting observation that can be made from 
figure 6 is that the average disk utilization in the RAID-5 
disk array is higher than in a non-RAID disk configura- 
tion (Locate Mode). This is because more physical disk 
accesses are required for a write request or a large read 
request to the RAID-5 disk array than in the case of non- 
RAID disk configuration (each disk access requires seek 
and rotational latencies). 

As with other system components, there is no dif- 
ference in the average disk utilization between the heavy 
and very heavy workloads in the Move Mode because the 
Move Mode does not use the file system cache in host 
memory. From the data in figure 6, the average disk 
utilization is about 30% in the Locate Mode, over 50% 

in the RAID-5 array, an se to 70% the ve 1 
under very heavy workload. Compared with the token- 
ringutilizationinfigure8, thediskutilizationin theLocate 
Mode and RAID-5 systems is still lower than that of 
the token-ring. However, in the Move Mode under very 
heavy workload, both the disks and the token-ring can 
potentially become the system bottleneck. 

SCSI I10 adapter utilization. As in the case of disk 
utilization, the file system cache and the write buffer in 
host memory help reduce the workload for the disk 1/0 
adapters in the Locate Mode and RAID-5 systems. The 
MoveModecannot takeadvantageofthe filesystemcache 
and write buffer, so the disk I/O subsystem must handle all 
traffic. As a result, the SCSI-2 adapter in the Move Mode 

PerCB", [%I 
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Figure 8. Average token-ring utilization. 
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Figure 9. Average overhead per request. 

has to process more requests, and becomes more utilized 
than in the Locate Mode and the RAID-5 adapter (figure 
7). The RAID adapter is slightly less utilized than the SCSI 
2 adapter in the Locate Mode because the RAID adapter 
has an i960 RISC processor, which is much more powerful 
than the 80C186 processor on the SCSI-2 adapter. This is 
true even though the RAID adapter's i960 processor has to 
execute more microcode and calculate panty information 
during disk write requests. However, all disk 110 adapters 
are less than 25% utilized, so they are not the system 
bottleneck. 

Token-ring utilizotion. Figure 8 shows that the token ring is 
utilized more under heavy and very heavy workloads 
(almost 70% utilized). Thus the token ring can potentially 
bccome the system bottleneck under these environments. 

There is almost no difference in token-ring utilization 
between the Locate Mode, the RAID-5, and the Move 
Mode systems, as all three systems have to transmit data 
on the token ring in the same manner. 

Average overheadper I10 request. Figure 9 shows that, the 
heavier the workload, the higher the average overhead to 
complete each I/O request because of higher resource 
utilization and contention. This is quite expected. As 
mentioned in section 3, the only difference between the 
heavy and very heavy workloads is the file system cache hit 
ratio, so the average overhead per I/O request in the Move 
Mode is the same for these two workloads since the Move 
Mode does not use the fle system cache in host memory. 

Under the university and medium workloads, the SCE 
Move Mode is worse than the Locate Mode and RAID-5 

O 2  1-1 SCBLOCATE 

Figure 10. Overhead per read request. 
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Figure 11. Average overhead per write request 

systems because it bypasses the host memory in peer-to- 
peer data transfers, and so cannot take advantage of the 
fle system cache and write buffer in host memory. As we 
have discussed, the file system cache and the write buffer 
reduce the traffic going to the disk I/O subsystem. This is 
reflected in figures 10 and 11 as well: for read requests, the 
SCB Move Mode is the worst among the three systems; for 
write requests, it is the second-worst. The file system cache 
can reduce the read traffic going to the disk IjO subsystem 
by 60% in the Locate Mode and RAID-5 systems. There is 
not much difference in the write overhead between the 
Locate Mode and Move Mode because the write buffer 
used in the Locate Mode can only reduce about 10% ofthe 
write traffic. The RAID-5 system is the worst for write 
requests mainly because of the read-parity-calculation- 
write operations. In addition, as discussed previously, a 
write operation requires multiple drives in the disk array to 
be accessed. Since the disk spindles are not synchronized, 
there is a performance penalty [lo]. However, under the 
university and medium workloads, the average inter- 
amval times of the requests are fairly large, so the 
Locate Mode and RAID-5 systems are pretty close to 
one another in performance. 

Under the heavy workload, the RAID-5 system is the 
best overall: it has the lowest average overhead per IjO 
request. It is followed by the Locate Mode, and then the 
Move Mode in performance order. For read requests, the 
spectacular performance of the RAID-5 disk array, as 
compared to the Locate Mode, is due to several factors. 
First, the striping of data in 8 Kbyte blocks across all disks 
allows multiple small requests (8Kbytes or less) to be 
processed simultaneously, and large requests to be pro- 
cessed by parallel disks. Secondly, the command queueing 
capability allowed by the IBM RAID adapter's IjO 
protocol makes the processing of requests more efficient 
than the Locate Mode because requests are not queued up 
in the operating system's device drivers. Thirdly, the 
adapter's memory buffer cache helps to cut down the - 

read traffic going to the disks by approximately 20%. In 
lighter workloads, the positive effects of the adapters 
command queueing, data striping, and memory buffer 
cache are not apparent because the requests' arrival rates 
are relatively large. For write requests, the RAID-5 disk 
array has the worst performance largely because of 
the read-parity-calculation-write operations. However, 
overall, the smaller overhead for read requests more 
than offsets the larger write overhead in the RAID-5 
system (the read-to-write ratio is 3 : 1). Under this heavy 
workload, the SCB Move Mode-with its peer-to-peer 
I/O protocol, command queueing, and smaller system 
resource utilization-approaches the Locate Mode in 
performance, even though the Move Mode cannot take 
advantage of the file system cache in host memory for read 
operations. In fact, the Move Mode already boasts the 
lowest overhead for write requests, where the write buffer 
can only reduce the write traffic to the disk subsystem by 
10% for the Locate Mode and RAID-5 systems (unlike the 
60% reduction for read traffic by the Ne system cache). 
This shows how efficient the Move Mode is under heavy 
workload conditions. The main reason for the Move 
Mode's efficiency is as follows. Each request involves 
two slow subsystems, the disk subsystem (which has 
become much slower in network environments due to 
higher seek times and the inability to take much advan- 
tage of the disks' read-ahead buffers) and the token-ring 
network. In the Locate Mode, each data transfer must 
travel from the source subsystem to host memory, and 
then, from host memory to the destination subsystem; 
thus, from the standpoint of a single data transfer, the two 
subsystems operate serially, not in parallel. On the other 
hand, the Move Mode, with its direct peer-to-peer transfer 
protocol, allows these two slow subsystems to operate in 
parallel (one sending and the other one receiving data), 
and thus, significantly cuts down the overall time delays. 

Unsurprisingly, when the file system cache hit ratio 
drops to 20% in the very heavy workload, the Move Mode 
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becomes the best system. Its write performance is 
obviously the best, as in the case of heavy workload 
discussed above. The write performance for the RAID-5 
system is by for the worst because, under very heavy 
workload, the adapter’s memory buffer cache hit ratio 
for read operations required by parity calculations is much 
lower than in the case of heavy workload. With the file 
system cache hit ratio at 20%, the Locate Mode can still 
benefit from the N e  system cache, but not as much as in the 
heavy workload, so with its serial 1/0 processing nature 
and higher resource utilization (host processor, Micro 
Channel, etc), its read performance is comparable with 
the Move Mode. Consequently, the average overhead per 
I/O request (including both reads and writes) is the best in 
the Move Mode, followed by the Locate Mode, and then 
the RAID-5 system. 

6. Conclusion 

We have compared the performance of a conventional, 
interrupt-driven 1/0 protocol (SCB Locate Mode) with 
that of a peer-to-peer, shared-memory 1/0 protocol (SCB 
Move Mode). We also looked at the performance impact 
of RAID technology’s most popular implementation (a 
RAID-5 disk array) on a network file server. For the file 
server environment considered in our study, it appears 
that the SCB Move Mode achieves the best performance 
under very heavy, multi-user workload conditions. I t  also 
uses less system resources (host processor, memory, Micro 
Channel)-with the exception of 1/0 adapters and disks. 
The exceptions exist because the Move Mode cannot take 
advantage of the file system cache and write buffer in host 
memory, and the size of requests must match the maxi- 
mum network packet size. Under the university and 
medium workloads, the Locate Mode and RAID-5 sys- 
tems are superior to the Move Mode because the Move 
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