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Introduction

This guide explains how to use the system-level IRIX® utilities available
with IRIS® workstations and servers. It provides descriptions of a broad
range of tasks, from turning on a system, to adding users, to connecting
systems in a network.

The standard network communications software that runs on Silicon
Graphics® workstations is derived from the networking software in the
4.3BSD UNIX®releases from the University of California at Berkeley and the
Sun® Microsystems RPC® (remote procedure call) system. The IRIX
operating system implements the Internet Protocol suite and UNIX domain
sockets using the 4.3BSD UNIX socket mechanism. The system also supports
access to the underlying network media by means of raw sockets.

If you have a graphics workstation, you may find it convenient to use the
System Manager, which is described in the Personal System Administration
Guide. That guide should be your first resource for administering graphics
workstations. Regardless of whether you use the System Manager or the
IRIX command-line interface, the results are the same. The System Manager
does not create any new files on your system, unlike applications such as
WorkSpace.

If you have a server, this book (the IRIX Advanced Site and Server
Administration Guide) is your primary guide to system administration, since
without graphics, you cannot use the System Manager. This guide does not
describe the System Manager in great detail. Instead, it covers the traditional
shell command approach to administering an IRIX operating system.

If you are running the Trusted IRIX/B™ operating system, you should also

read the Trusted IRIX/B Security Administration Guide for additional
instructions and procedures necessary to maintain system security.

Ixi
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Overview of This Guide

Ixii

Objective

The IRIX Advanced Site and Server Administration Guide is written for
administrators who are responsible for performing tasks beyond the
reasonable scope of “end users.” Frequently, people who would consider
themselves end users find themselves performing advanced administrative
tasks. This book has been prepared to help both the new and experienced
administrator successfully perform all operations necessary to maintain a
single system or network of systems. It is hoped that people who considered
themselves end users in the past will, by using this book, gain experience
and confidence in successfully performing advanced system administration
tasks.

The title of the book indicates that the material covered is advanced, beyond
the scope of the Personal System Administration Guide, and that the topics
covered are not only those needed to administer a single system, but also
those needed to maintain an entire network (a site) of systems and servers.
This guide contains chapters that address the advanced issues a graphics
workstation administrator encounters and all the issues that a site and server
administrator encounters.

Contents

This guide contains:

Chapter 1 “System Administration Basics” provides an overview of
the tasks expected of a system administrator. It describes the
various tools available to the administrator and the various
pieces of the administration documentation.

Chapter 2 “Operating the System” addresses the standard operations
of your workstation or server. It also describes a site
administrator’s responsibilities and how to keep the system
running smoothly.

Chapter 3 “User Services” deals with login administration, the user
environment, communication services, and resolving user
problems.



Overview of This Guide

Chapter 4

Chapter 5
Chapter 6
Chapter 7
Chapter 8

Chapter 9

Chapter 10

Chapter 11

Chapter 12

Chapter 13

Chapter 14

Chapter 15

“The Command (PROM) Monitor” tells you how to use
boot-level utilities to configure and test your system. It
describes the boot environment of the workstation and each
of the Command Monitor commands.

“Tuning System Performance” describes how to analyze
system performance and adjust system parameters.

“Backing Up and Restoring Files” tells you how and when
to back up the data on your system.

“Disks and Tape Drives” lists the steps to add and maintain
hard disks and how to use tape drives.

“File System Administration” discusses how file systems
are organized, how they work, and how to maintain them.

“Administering Printers” provides instruction on the
installation and maintenance of local and networked
printers.

“Terminals and Modems” describes how to set up and
maintain serial terminals, modems, and other serial devices.

“Administering the CADMIN Object System” describes the
maintenance of the daemons that support the System
Manager.

“System Security” describes how you can keep your system
as secure as possible using the standard IRIX system. The
optional Trusted IRIX/B secure operating system is covered
in separate documentation, not in this chapter.

“Administering the System Audit Trail” describes the
System Audit Trail and demonstrates how to use this
subsystem to produce an exact record of all system activity.

“System Accounting” describes the accounting subsystem
and demonstrates how to use it to account for CPU time and
disk space on a per-user basis.

“Understanding Silicon Graphics” Networking Products”
discusses Silicon Graphics standard hardware and software
networking products and describes the standard software
configuration (files, daemon, processes).
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Ixiv

Chapter 16

Chapter 17

Chapter 18

Chapter 19

Chapter 20

Chapter 21

Chapter 22

Appendix A

Appendix B
Appendix C

Appendix D

“Planning a Network” provides insight into planning a
network. It includes internet addressing, the hosts database
file, when to use certain applications, how to subnet a
network, security issues, and heterogeneous network
considerations.

“Setting Up a Network” describes, through example, the
process of configuring a network (homogeneous and
heterogeneous), how to set up a router, and basic
troubleshooting advice.

“Managing a Network” describes the various tools
available for managing a network, including backup
strategies, performance issues, and fault isolation.

“The BIND Name Server” provides an overview of the
Berkeley Internet Name Domain (BIND) server, also known
as named. It also provides an example setup procedure and
general information on managing and troubleshooting
BIND.

“IRIX sendmail” provides an overview of the mail system,
the sendmail program, and the alias database. It contains a
planning checklist and a setup example for various sendmail
configurations.

“UUCP” compares TCP/IP and UUCP and describes the
features and functions of the UUCP networking utilities.
It also provides a setup example and information about
common UUCP error messages.

“SLIP and PPP” describes the features and functions of SLIP
and details how to connect two stations using SLIP.

“IRIX Kernel Tunable Parameters” describes the kernel
parameters you can change to influence system
performance.

“IRIX Device Files” lists the device files and directories on
IRIS workstations and servers.

“IRIX Kernel Error Messages” lists kernel error messages,
their meanings, and what you should do about them.

“IRIX sendmail Reference” provides a concise reference to
sendmail as it is implemented under IRIX.
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Appendix E~ “BIND Standard Resource Record Format” provides
detailed information about all standard resource record
formats used in BIND configuration files.

System Administration Resources

For easy reference, here is a list of the guides and resources provided with
your system and the specific focus and scope of each:

Personal System Administration Guide
Covers all activities that can be performed by the end user,
including those administrative activities performed using
the System Manager. For example, adding a printer using
the System Manager is covered, as well as how to back up
specific files and directories. This guide is available through
the InSight online viewing system.

IRIX Advanced Site and Server Administration Guide
Covers all activities that may be necessary to administer a
system or group of systems at one site. (A site is any place
where all the systems are connected or are all used by the
same organization.) This guide is available through the
InSight online viewing system.

Trusted IRIX/B Security Administration Guide
Covers the specific administration of the Trusted IRIX/B
operating system security features. No other guide
mentions the special features of this operating system.
Standard IRIX systems do not support these features and
this guide is not shipped with standard IRIX systems.

Other Administration Guides
You may have other administration guides for optional
products that are not covered in the standard
documentation set. Each of these guides is product specific.

Software Installation Administrator’s Guide
The Software Installation Administrator’s Guide explains
how to use Inst, the command line interface to inst(1M), the
Silicon Graphics installation utility. This guide explains
Silicon Graphics software release conventions and software
product structure and provides clear instructions for

Ixv



Introduction

Note to Readers

Ixvi

Reference Pages

Release Notes

planning, installing, and maintaining a software
installation. Installation procedures cover miniroot and live
installations on all models of personal workstations and
servers.

Provide concise reference information on the use of
commands. Generally, each reference page covers one
command, although some reference pages cover several
closely related commands. Reference pages are available
online through the man command.

Provide specific information about the current release.
Exceptions to the administration guides are found in this
document. Release Notes are available online through the
relnotes command.

When you have an administration question or problem, first consider the
nature of your problem and compare it with the books on this list. As you
learn more about your IRIS workstation or server, you'll be able to select the
correct documentation automatically.

This guide contains material from five guides that are no longer being

published:

e The Network Communications Guide
e The TCP/IP User’s Guide
e The Network Administration Guide

e The System Tuning and Configuration Guide
e The IRIX Site Administrator’s Guide



Audience

Audience

This guide is intended for administrators who manage one or more servers
or a group of workstations. Most simple system administration on an
individual graphics workstation can be performed by the user with System
Manager. This tool is documented thoroughly in the Personal System
Administration Guide. The IRIX Advanced Site and Server Administration Guide
is written for the administrator who:

¢ hasa solid understanding of the UNIX operating system and command
line interface

* is moving into the area of network administration

* is experienced with general network administration but needs specific
knowledge about Silicon Graphics networking implementations

¢ isresponsible for setting up and managing a new IRIS network
¢ isresponsible for integrating IRIS systems into an existing network
This guide is not written for users who simply want to attach their

workstation to the network. If this is your goal, see the Personal System
Administration Guide for easy-to-follow directions.
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Style Conventions

Product Support

This guide follows these conventions:

¢ In command syntax descriptions and examples, square brackets ([])
surround an optional argument. (Square brackets are also used with
shell commands as metacharacters, see “Using Regular Expressions
and Metacharacters” on page 13.)

* Variable parameters are in italics. You replace these variables with the
appropriate string or value.

* In text descriptions, file names, IRIX commands, and Command
Monitor commands are in italics.

¢ System messages and displays are shownintypewiter font.

* Bold typewiter font isfor user inputand non-printing characters.
For example: <Ret ur n>.

This guide uses the standard UNIX convention for referring to entries in
IRIX documentation. The entry name is followed by a section number in
parentheses. For example, rcp(1C) refers to the rcp online reference page.

Silicon Graphics, Inc. provides a comprehensive product support and
maintenance program for hardware and software products. For further
information, contact your service organization.

Bibliography and Suggested Reading

Ixviii

Internet Request For Comment documents are available from the Internet
Network Information Center (INTERNIC) at the following address:

Network Solutions

Attn: InterNIC Registration Services
505 Huntmar Park Drive

Herndon, VA 22070

Phone: 1-800-444-4345 or 1-703-742-4777
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System Administration Basics

Chapter 1 introduces you to the basics of
effective system administration. The
basic tools that you will use are described
here, a quick reference to each of the
following chapters and a thumbnail
guide to the IRIX manual pages is also
included.






Chapter 1

System Administration Basics

The system administrator is responsible for all tasks that are beyond the
scope of end users, whether for system security or other reasons. The system
administrator will undoubtedly use the more advanced programs described
in this guide.

A system administrator has many varied responsibilities. They can be
organized into the following categories:

Operations—seeing that the machine stays up and running, scheduling
preventive maintenance downtime, adding new users, installing new
software, and updating the /etc/motd and /etc/issue files. See Chapter 2,
“Operating the System.” Also see Chapter 3, “User Services.”

Failure Analysis—troubleshooting by reading system logs and drawing
on past experience. See “Operating Policies” on page 56. Also see
“System and Site Policies” on page 76.

Capacity Planning—knowing the general level of system use and
planning for additional resources when necessary. See Chapter 7,
“Disks and Tape Drives” and Chapter 5, “Tuning System Performance.”

System Tuning—tuning the kernel and user process priorities for
optimum performance. See Chapter 5, “Tuning System Performance”
and Appendix A, “IRIX Kernel Tunable Parameters.”

Resource Management—planning process and disk accounting and
other resource sharing. See Chapter 14, “System Accounting” and
“Disk Use and Quotas” on page 76.

Networking— interconnecting machines, modems, and printers. See
Chapter 15, “Understanding Silicon Graphics’ Networking Products.”

Security—maintaining sufficient security against break-ins as well as
maintaining internal privacy and system integrity. See Chapter 12,
“System Security.”

User Migration—helping users work on all workstations at a site. See
Chapter 15, “Understanding Silicon Graphics’ Networking Products.”
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Superuser Account

Administration Tools

® User Education—helping users develop good habits and instructing
them in the use of the system. See Chapter 3, “User Services.”

* Backups—creating and maintaining system backups. See Chapter 6,
“Backing Up and Restoring Files.”

Most system administration is performed while the system administrator is
logged in as root (the superuser). This account is different from an ordinary
user account because root has access to all system files and is not constrained
by the usual system of permissions that controls access to files, directories,
and programs. The root account exists so that the administrator can perform
all necessary tasks on the system while maintaining the privacy of user files
and the sanctity of system files. Other operating systems that do not
differentiate between users have little or no means of providing for the
privacy of users’ files or for keeping system files uncorrupted. UNIX systems
place the power to override system permissions and to change system files
only with the root account.

All administrators at your site should have regular user accounts for their
ordinary user tasks. The root account should be used only for necessary
system administration tasks.

Depending on the exact configuration of your system, you may have the
following tools available for performing system administration:

System Manager
This tool, available on graphics workstations, provides easy
access to system administration functions. It features a
quick and easy method of performing most system
administration tasks. The System Manager is available only
on those systems that have graphics capability.

Command-line tools
The IRIX system provides a rich set of system
administration tools that have command-line interfaces.



The IRIX Reference Pages

The IRIX Reference Pages

These are especially useful for automatically configuring
systems with shell scripts and for repairing the system in
unusual circumstances, such as when you must log in
remotely from another system.

For example, using command-line tools, a site
administrator can alter the system automatically at
designated times in the future (for instance, to distribute
configuration files at regular intervals). These commands
are available on all IRIX systems.

IRIX reference pages, also known as man pages, describe commands,
subroutines, and other elements that make up the IRIX operating system.
This collection of entries is one of the most important references for a site
administrator.

The reference pages are available online. To view a reference page, use the
man command at the shell prompt. For example, to see the reference page for
diff, enter:

man diff

It is a good practice to print those reference pages you consistently use for
reference and those you are likely to need before major administrative
operations and keep them in a notebook of some kind.

Each command, system file, or other system object is described on a separate
page. The reference pages are divided into seven sections, as shown in Table
1-1. When referring to reference pages, this document follows a standard
UNIX convention: the name of the command is followed by its section
number in parentheses. For example, cc(1) refers to the cc reference page in
Section 1.
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Table 1-1 shows the reference page sections and the types of reference pages

that they contain.

Table 1-1 Outline of Reference Page Organization
Type of Reference Page Section Number
General Commands (1)

System Calls and Error Numbers (2)

Library Subroutines 3)

File Formats 4)
Miscellaneous (5)

Demos and Games (6)

Special Files (7)




Chapter 2

Operating the System Chapter 2 describes the basic procedures
used to operate the system on a

day-to-day basis. Look to this chapter
when you need information on the most
basic administration tasks, such as:

*  Booting and shutting down an IRIX
system.

®  Checking the system configuration.
*  Changing system defaults.

*  Managing processes and system
resources.

e Using command shortcuts.

e Using system utilities to automate
tasks.
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Operating the System

This chapter deals with the day-to-day operations of an IRIS workstation or
server running the IRIX Operating System. It covers:

Starting an IRIX system. See “Starting the System” on page 10.

Shutting down an IRIX system. See “Shutting Down the System” on
page 11.

Using regular expressions and metacharacters. See “Using Regular
Expressions and Metacharacters” on page 13.

Using common shortcuts that are built in to the IRIX system to make
shell command system administration more convenient. See “Using
Shell Shortcuts in the IRIX System” on page 15.

Creating a new shell window on a graphics workstation with
customized colors and fonts. See “Creating a Custom Shell Window”
on page 23

Performing large scale operations on many files at once. See “Finding
and Manipulating Files Automatically” on page 25 and “Automating
Tasks with at(1), batch(1), and cron(1M)” on page 29.

Using system utilities to automate tasks. See “Automating Tasks with
at(1), batch(1), and cron(1M)” on page 29.

Checking the hardware and software configuration. See “Checking
System Configuration” on page 31.

General operations, such as changing the system date or name,
managing processes and system resources, reconfiguring various
system defaults. and maintaining the File Alteration Monitor. See
“General Operations” on page 33.

General procedures, including guidelines for balancing the needs of
system maintenance and the interests of your user community;
suggestions for record keeping; lists of important administrative
directories and files. See “Operating Policies” on page 56.
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Starting the System
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Definition of the operating system run levels; how they are controlled
and how to change them. See “Operating Levels” on page 62.

Recovering from a system crash and analyzing what has happened. See
“Maintaining a System Log Book” on page 57.

To start up a system, follow these steps:

1.

Make sure all cables (such as power, display monitor cable, and
keyboard) are properly connected. See your owner’s guide and
hardware guide for complete information about cabling your particular
workstation or server.

Turn on the power switches on the display monitor (or console
terminal) and the computer.

The computer runs power-on diagnostics and displays some copyright
messages and some system startup information. These messages
appear on the console screen or on the screen of a diagnostics terminal (an
ASCII terminal connected to the first serial port) of a server. A copy of
these messages is also written to the /var/adm/SYSLOG file in case you
miss them.

If the operating system determines that the file systems need checking,
it checks them with the fsck program. fsck fixes any problems it finds
before the operating system mounts the file systems. fsck will run if the
system is not shut down properly, such as in the event of a power
failure. For information about using fsck, see “Maintaining File
Systems” on page 289 in this guide, and the fsck(1M) reference page.
Note that it is not necessarily a problem if fsck runs, it is merely a
precaution.

The system now comes up in multiuser mode and you can log in. You
should leave your system running at all times. The IRIX operating
system works best when it is allowed to run continuously, so that
scheduled operations and “housekeeping” processes can be performed
on schedule.
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Shutting Down the System

This section describes how to turn off a workstation or server from multiuser
or single-user mode.

Shutting Down from Multiuser Mode

To shut down the system from multiuser mode:

1.

Use the who(1) command to determine which users are logged in to the
operating system, if any:

who

Notify any users that the system is shutting down. Issue the /etc/
wall(1IM) command:

wal |

Enter your message. For example, you might enter:

There is a problemwi th the building’ s power system
I will be shutting down the systemin 10 mi nutes.

Pl ease clean up and | og off.

Sorry for the inconvenience,

norton

When you finish entering your message, type <Ctr| - D>. The message
is sent to all users on the system. They see something like this:

Br oadcast Message fromroot Tue Cct 17 17:02:27...
There is a problemwi th the building’ s power system
I will be shutting down the systemin 10 mi nutes.

Pl ease clean up and | og off.

Sorry for the inconvenience,

norton

Issue the /etc/shutdown command:

/etc/shutdown -y -i0 -g600

The above command specifies a 10 minute (600 second) grace period to
allow users to clean up and log off. The other flags indicate that the
system is to be completely shut down (-i0) and that the system can
assume that all answers to any prompts regarding the shutdown are
“yes.” You see the following message:

11
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Shutdown started. Fri Aug 28 17:10:57...

Br oadcast Message fromroot (console) Fri Aug 28 17:10:59
The systemwi || be shut down in 600 seconds.

Pl ease | og of f now.

After ten minutes, you see this message:

INIT: New run level: O
The systemis conming down. Please wait.

The Command Monitor prompt or System Maintenance menu appears.
Wait for a Command Monitor prompt or System Maintenance menu to
appear before turning off power to the workstation or you may damage
your hard disk.

4. You can now turn off the power.

For more information on shutting down the system, see the halt(1M) and
shutdown(1M) reference pages. Remember that you should shut down the
system only when something is wrong or if modifications to the software or

hardware are necessary. IRIX is designed to run continuously, even when no
users are logged in and the system is not in use.

Turning Off from Single-user Mode

If the system is in single-user mode, follow these steps:

1. Use the shutdown command to turn off the system and guarantee file
system integrity. As root, enter the command:

shutdown -y -i0 -g0
where:

-y assumes yes answers to all questions, -i0 goes to state 0 (System
Maintenance Menuy), and -g0 allows a grace period of 0 seconds.

You see a display similar to this one:

Shut down started. Fri Aug 28 17:11:50 EDT 1987
INIT: New run level: O
The systemis coning down. Please wait.

The system stops all services and the Command Monitor prompt or
System Maintenance Menu appears.
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Wait for the Command Monitor prompt or System Maintenance menu
to appear or for a message that the system can be powered off before
turning off power to the computer. Doing so prematurely may damage
your hard disk.

2. Turn off power to the computer.

Using Regular Expressions and Metacharacters

There are shortcuts available to you when you wish to define large numbers
of files or directories in your IRIX shell commands. These shortcuts are
known as “regular expressions.” Regular expressions are made up of a
combination of alpha-numeric characters and a series of punctuation
characters that have special meaning to the IRIX shells. These punctuation
characters are called metacharacters when they are used for their special
meanings with shell commands. The following is a list of the IRIX

metacharacters:

Table 2-1 IRIX Metacharacters
Metacharacter Meaning

* wildcard

? single character wildcard
[ set definition marks

The asterisk (*) metacharacter is a universal wildcard. This means that the
shell interprets the character to mean any and all files. For example, the
command:

cat *

tells the shell to concatenate all the files in a directory, in alphabetical order
by filename. The command:

rm*
tells the shell to remove everything in the directory. Only files will be

removed, though, since a different command, rmdir(1) is used to remove
directories. However, the asterisk character does not always have to refer to

13
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whole files. It can be used to denote parts of files as well. For example, the
command:

rm*.old
will remove all files with the suffix.old on their names.
The single character wildcard is a question mark (?). This metacharacter is

used to denote a wildcard character in one position. For example, if your
directory contains the following files:

filel
file2
file3d

file.different

and you wish to remove filel, file2, and file3, but not file.different, you would
use the command:

rmfile?

If you used an asterisk in place of the question mark, all your files would be
removed, but since the question mark is a wildcard for a single space, your
desired file is not chosen.

Square brackets denote members of a set. For example, consider the list of
files used in the example of the single character wildcard. If you wanted to
remove filel and file2, but not file3 or file.different, you would use the
following command:

rmfile[12]

This command tells the shell to remove any files with names starting with
file and with the character 1 or 2 following, and no other characters in the
name. Each character in the brackets is taken separately. Thus, if our
example directory had included a file named file12, it would not have been
removed by the above command. You can also use a dash (-) to indicate a
span of characters. For example, to remove filel, file2, and file3, use the
following command:

rmfile[1-3]
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Alphabet characters can be spanned as well, in alphabetical order. The shell
does pay attention to upper case and lower case letter, though, so to select all
alphabet characters within square brackets, use the following syntax:

[a-z, A-Z]

You can use the square brackets in combination with other metacharacters as
well. For example, the command:

rm*[2, 3]

removes any files with names ending with a 2 or 3, but not filel or

file.different.

Using Shell Shortcuts in the IRIX System

IRIX provides a number of facilities that can be used for your convenience as
you administer and use the system. Some of these shortcuts are available
through the command shells (/usr/bin/csh, /usr/bin/tcsh, /usr/bin/sh and /usr/
bin/ksh) and others are made available through the computer hardware itself.
These shortcuts are useful because they minimize keystrokes. While
minimizing keystrokes may seem to be a minor concern at first glance, an
administrator who issues lengthy and complex command lines repeatedly
may find these shortcuts a handy and necessary time-saving feature.

C Shell

The IRIX C Shell (/bin/csh) provides several features that can be used to
minimize keystrokes for routine tasks. Complete information about these
and many other features of the C Shell is available in the csh(1) reference
page. Among the features provided are:

filename completion
This feature is activated with the command:

set filec

Filename completion allows you to enter the first character
or two of a command or file name and then press the
Escape key to have the shell complete the name. This is
useful when you have long filenames with many suffixes.

15
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shell scripts

If more than one file or directory or command matches the
characters you have given, the shell completes as much as
possible of the name, and then prompts you with a beep for
more information. You can also use the <Ctrl - D>
character to select all files or directories that match your
given characters.

This feature allows you to create a program that will be
executed by the shell. This feature is similar to a
programming language in that it has a set syntax and set of
instructions, yet it requires no compiler and produces no
object file; it is directly executed by the shell. Many
administrators use this feature for frequently performed
procedures that require some planning and complex
execution, such as finding large files and notifying the
owners that such files cannot be kept on the system for long
periods of time. The shell script programming rules are
clearly presented on the csh(1) reference page.

input/output redirection

job control

16

This feature allows you to direct the output of a command
into a file or into another command as input. You can also
direct a command to take its input from a file. It is often
used as part of a shell script, but is generally used on the
command line to string together a series of commands. For
example, consider the command line:

ps -ef | grepcommandname

The pipe character directs the shell to use the output of the
ps command as the input to the grep command. The result
is that all instances of the command commandname in the
process list are printed on the screen, saving the
administrator the effort of searching through the process
listing.

This feature allows you to use a single screen (or shell
window) to manage several programs running
simultaneously. It is most useful for the server
administrator who manages the system from a single
character-based terminal.
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command aliasing
This feature allows you to create aliases for commonly used
command strings, saving keystrokes. For example, suppose
you frequently give the command:

Is -CF | nore

This command line executes the Is command with certain
options and ensures that if the output is greater than a
screenful it will be stopped until you have read it.
However, it would be tedious to type the whole command
each time you wanted to see a directory listing in your
preferred format. Therefore, you should create an alias. You
can alias the above command line to any series of
keystrokes you like. You can even alias it to “Is,” thus
bypassing the standard meaning of the Is command.

When you create the alias, however, be aware that any
command that requires one or more arguments, or one
such as Is that may or may not receive arguments, must
have a provision made in the alias for those arguments.
The standard provision made in aliases for possible
arguments is the following regular expression:

\ 1=

The leading backslash escapes the initial meaning of the
exclamation point to the shell and passes the exclamation
point through to the command line, where it is interpreted
by the shell to refer to arguments given on the aliased
command line. The asterisk in the expression means that all
characters typed in as arguments are to be passed through
to the shell. As an example, the line you place in your .cshrc
file to create the example alias is:

alias Is “Is -CF \!'* | nore”

Then, when you type the command:

I's filename

at your shell prompt, the command is executed as:

I's -CF filename | nore

17
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Aliases can be used freely within shell scripts, with
filename completion and full use of regular expressions
and output redirection.

command history
The shell maintains a log of your past commands given
during this login session. You can repeat or edit a
previously given command to save keystrokes. The history
command shows the numbered log of commands in order.
The first command given in your login session is number 1,
the second is number 2, and so on. You can set the number
of commands the shell remembers in your .cshrc file. To
execute the most recent command again, type:

To execute the most recent command beginning with the
letter “q,” use the command line:

'q

And to execute a command by its number in the history,
give the command line:

I'n

where 1 is the number of the previous command you wish
to re-execute.

Tcsh Shell

The /usr/bin/tcsh program is an improved version of the C shell. In addition
to the C shell features listed above, this shell offers many new features. A few
of the most useful to system administrators are:

® Better command line editing using emacs and vi key commands.

¢ Improved history mechanisms, including time stamps for each
command.

¢ Built-in mechanisms for listing directory contents and for executing
commands at specific times or intervals.

There are many more features implemented in Tcsh, and all of them are
covered in the tcsh(1) reference page.

18
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Bourne Shell

The Bourne shell (/bin/sh) provides fewer features than the C shell, but in its
place offers a level of access to the shell that contains far fewer restrictions
and intervening layers of interface. For example, you can write shell script
programs directly from the shell prompt with Bourne shell. Input and
output redirection and command aliasing are supported with the Bourne
shell, but no command history, job control, or filename completions are
available. For a complete discussion of the Bourne shell and its features, see
the sh(1) reference page.

Korn Shell

The Korn shell was developed to provide the best features of both the C shell
and the Bourne shell. The /bin/ksh program provides the ease of shell
programming found in the Bourne shell, along with the job control, history
mechanism, filename completion, and other features found in the C shell.
This shell has changed many of the ways these features are implemented,
and also provides improved command line editing facilities. See the ksh(1)
reference page for complete information on this shell. Useful features
include:

Emacs Editing This mode is entered by enabling either the emacs or gmacs
option. To edit, the user moves the cursor to the point
needing correction and then inserts or deletes characters or
words as needed as if the command line were a text file
being edited using Emacs. All edit commands operate from
any place on the line (not just at the beginning).

vi Editing To enter this mode, enable the vi option. There are two
typing modes in this option. Initially, when you enter a
command you are in the input mode. To edit, the user enters
control mode by typing ESC, moves the cursor to the point
needing correction, then inserts or deletes characters or
words as needed as if the command line were a text file
being edited using vi.

job control Lists information about each given process (job) or all
active processes if the job argument is omitted. The -1 flag
lists process ID numbers in addition to the normal
information. The -n flag only displays jobs that have
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stopped or exited since last notified. The -p flag causes only
the process group to be listed. See the ksh(1) reference page
for a description of the format of the job argument.

The bg command puts each specified process into the
background. The current process is put in the background
if job is not specified.

The f¢ command brings each process specified to the
foreground. Otherwise, the current process is brought into
the foreground.

Mouse Shortcuts

The system hardware for graphical workstations (and some X-terminals) can
provide you with shortcuts. These may not be available to server
administrators who rely solely on character-based terminals for their
administration. Using the graphics console of your system, you can cut and
paste between windows without using pull-down or pop-up menus of any
sort. Using the pop-up menu, you can manipulate your windows
completely.

Note that you can customize the action of your mouse buttons. All examples
in this section assume the default mouse button meanings are being used. If
you have modified your mouse action, you must allow for that modification
before you use these techniques.

For complete information on using the pop-up windows, see your IRIS
Essentials book, either in hard copy or on screen through the IRIS InSight
software package.

Using the Mouse to Copy and Paste Text

The most common mouse shortcut is to cut, copy, and paste between
windows on your screen. Here is how you do it:

1. Find the cursor controlled by your mouse on your screen. It should
appear as a small arrow when it is positioned in the working area of
one of your windows, or as an “X” when it is positioned on your
background screen, or as some other figure when it is positioned on the
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frame of a window or in the working area of an application’s window.
If you can’t locate the cursor immediately, move the mouse around a bit
and look for motion on your screen. You should find the cursor easily.

Place the cursor at the beginning of the text you wish to paste between
windows and press the leftmost key on the top of the mouse. Now,
keeping the mouse button depressed, move the cursor to the end of the
text you wish to paste. The intervening area of the window changes
color to show the selected text. If you are selecting a large section of
text, it is not necessary to move the cursor over every space. You may
move the cursor directly to the end point and all intervening text will
be selected. It is not possible to select “columns” of text or several
disconnected pieces of text at once. When you have moved the cursor to
the desired end point, release the mouse button. The text remains
highlighted.

Now move the cursor to the window you want to paste the text into
and make certain the window is ready to receive the pasted text. For
example, if you are pasting a long command line, make certain that
there is a shell prompt waiting with no other command already typed
in. If the pasted matter is text into a file, make certain that the receiving
file has been opened with an editor and that the editor is in a mode
where text can be inserted.

To paste the text, place the cursor in the receiving window and press
the middle mouse button once quickly. Each time you press the middle
button, the selected text will be pasted into the receiving window.
Sometimes it takes a moment for the text to appear, so be patient. If you
press the button several times before the text appears, you will paste
several copies of your text.

You can also paste your selected text to the bottom of a window
(including the window from which you selected the text). Press the
rightmost mouse button while the cursor is in that window and select
the send option from the pop-up menu that appears.

The text you originally selected remains selected until you select new text
somewhere else or until you place the cursor back in the original window
and click once on the leftmost mouse button.
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Using the Mouse to Create a New Shell Window

If you need a new shell window, you can use the mouse to create one. Follow
these steps:

1.

Pop
Send
Size
Font...
Clone &

With the cursor in a shell window, press the rightmost button on your
mouse. A pop-up menu appears:

Figure 2-1 Shell Pop-Up Menu

2.

Current
80 x 40
80 x 24
80 x 60

The last item on the pop-up menu is the clone option. There is a small
triangle to the right of this option. This triangle indicates that there are
more sub-choices available in another pop-up menu. While keeping the
button on the mouse depressed, move the mouse down until the clone
option is highlighted and the sub-menu pops up, showing various shell
window cloning options. These options create another shell window
functionally identical to the one in use. This is why the option is called
cloning. The text and background colors of the current window are
carried forward to the cloned window, and the selections in the sub-
menu specify the number of lines in the new window. You can choose
to have the same number of lines in the cloned window as in the
current window, or to have 24, 40, or 60 lines.

Figure 2-2 Shell Window Cloning Submenu
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3. Select the size you want by moving the mouse down to highlight each
option and releasing the mouse button when the option you desire is
highlighted. The new window will appear on your screen presently.
You may repeat this process as often as you like on any shell window.

Creating a Custom Shell Window

IRIX allows you to create a shell window using any colors you like from the
palette on your graphics workstation. You may also select any font you
prefer from the font set on your system. The xwsh(1) command creates the
shell window, and the options to this command control the various fonts,
colors, and other features available to you.

For a complete list of the features available with xwsh(1), see the xwsh
reference page. The most commonly used features are described here in the
following examples.

To create a simple shell window with a dark gray background and yellow
text, issue the following command:

xwsh -fg yellow -bg gray40 &

The above command generates a new window and a new shell using the
colors specified. The window will use the default font selection and window
size, since these attributes were not specified. The command that created the
shell was placed in the background, so the shell does not tie up the window
where you gave the command. You can always place a command in the
background by adding the ampersand character (&) to the end of the
command line. For more information on placing processes in the
background, see the csh(1) reference page.

There are 100 shades of gray available. Gray0 is the darkest, and is virtually
black. Gray100 is the lightest and is virtually white. The effect of selecting
foreground (text) in yellow and background in gray40 is similar to yellow
chalk on a gray chalkboard. For a complete list of the available colors in your
palette, use the colorview(1) command. This brings up a window with the list
of colors in a scrollable list, and a display window to show a patch of the
currently selected color.
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In the next example, we change the colors to black on a sky blue background
(high contrast between the foreground and background makes reading the
screen easier), and we add a specification for the size of the window.

xwsh -fg black -bg skyblue -geonetry 80x40 &

The first number in the geometry option is 80, indicating that the new shell
window should be 80 characters wide (this is the default). The second
number indicates the desired number of lines on the screen, in this case 40.
Once again, the xwsh command has been placed in the background by
adding the ampersand character to the end of the command line.

You can make your new shell come up on your desktop as an icon by adding
the -iconic flag to any xwsh command.

To select a font other than the default, you can use the on-screen font
selection utility, or you can specify the font on the command line. Itis a great
deal easier to use the on-screen font selection utility, as you must specify a
great number of attributes for the font on the command line. Also, it
frequently takes a great number of selections before you settle on a font, a
weight (regular or bold, condensed or normal) and a font size that appeals
to you. Using the on-screen font utility, you can preview what each selection
will look like on your windows.

Once you have made your selections, you can copy and paste the font
selection information and the rest of your xwsh command into a shell script
file for convenient future use. For example, here is an xwsh command line
that specifies the IRIS-specific font haebfix in a medium weight with normal
spacing, 15 pixels tall. The remaining information is generated by the font
selection utility for the shell.

xwsh -iconic -fg yellow -bg grey40 -geonetry 80x40 -fn \ -

sgi - haebfi x- nedi um r - nor mal - - 15- 150- 72- 72- m 90- i s08859-1 &

Note that in your shell script, the above command appears all on one line.
Due to formatting constraints, the command is broken across two lines in
this example.

For complete information on using the font selection utility in xwsh and the
xfontsel(1) command, see Chapter 2 of the IRIS Utilities Guide.
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Finding and Manipulating Files Automatically

The IRIX system provides several tools for manipulating large numbers of
files quickly. Some of the most common are described below:

® The find(1) utility locates files and can invoke other commands to
manipulate them.

¢ The sed(1) program edits files using pre-determined commands.

* Many other programs have recursive options, with which you can
quickly operate on files that are in many levels of subdirectories.

Using find to Locate Files

The find(1) command is used to find files and possibly execute commands on
the files found. It starts at a given directory and searches all directories below
the starting directory for the specified files. A basic find command line looks
like this:

find . -name <filename> - print

This command searches from the current directory until it finds the exact
<filename> and then displays its location on your screen. You can also use
regular expressions (see “Using Regular Expressions and Metacharacters”
on page 13) in your searches.

The following command line searches for files that have been changed after
the time /tmp/file was last modified. If you use touch(1) to create /tmp/file with
an old date, this command can help you find all files changed after that date.

find / -local -newer /tmp/file -print

You can use find to locate files and then to run another command on the
found files. This example shows how to locate a file in a user’s directory:

cd /usr/peoplel/trixie

find . -name "mssingfile -print

In this example, the period (.) indicates the current directory, the -name
option indicates that the next argument in quotes is the name of the file you

are looking for, and the -print option tells find to display the pathname of the
file when the file is located.
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The next example shows how to change the permissions on all the files in the
current directory and in all subdirectories:

find . -nane '*' -local -exec chnod 644 {} \;

The option immediately following the find command is a period (.). This
indicates to find that the search is to begin in the current directory and
include all directories below the current one. The next flag, -name, indicates
the name of the files that are being found. In this case, all files in the directory
structure are selected through the use of the asterisk metacharacter (*). See
“Using Regular Expressions and Metacharacters” on page 13 for more
information on metacharacters and regular expressions.

The -local option indicates to find that the search is limited to files that
physically reside in the directory structure. This eliminates files and
directories that are mounted via the Network File System (NFS). The -exec
option causes find to execute the next argument as a command, in this case
chmod 644. The braces, { }, refer to the current file that find is examining.

The last two characters in the command line are part of the chmod command
that will be executed (with the -exec option) on all files that match the search
parameters. The backslash (\) is necessary to keep the shell from
interpreting the semicolon (;). The semicolon must be passed along to the
chmod process. The semicolon indicates a carriage return in the chmod
command.

find has several other useful options:
-inum n Locate files by their inode number (1) instead of their name.

-mtime n Identify files that haven’t been modified within a certain
amount of time (n).

-perm [-] | | onum
Identify files with permissions matching onum, an octal
number that specifies file permissions. See the chmod(1)
reference page. Without the minus sign (-), only file
permissions that match exactly are identified.

If you place a minus sign in front of onum, only the bits that
are actually set in onum are compared with the file
permission flags.
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-type x Identifies files by type, where x specifies the type. Types can
beb, c,d, 1, p,f ors for block special file, character special
file, directory, symbolic link, FIFO (a named pipe), plain file,
or socket respectively.

-links n Matches files that have n number of links.

-user uname  ldentifies files that belong to the user uname. If uname is a
number and does not appear as a login name in the file /etc/
passwd, it is interpreted as a user ID.

-group gname  Identifies files that belong to the group gname. If gname is a
number and does not appear in the file /etc/group, it is
interpreted as a group ID.

-size n [c] Identifies files that are n blocks long (512 bytes per block). If
you place a c after the n, the size is in characters.

-ok cmd Works like -exec, except a question mark (?) prompts you to
indicate whether you want the command (cmd) to operate
on the file that is found. This is useful for such operations as
selectively removing files.

Copying Directories or Directory Hierarchies

The find and cpio commands can be used to easily and safely copy a directory
or a directory hierarchy as long as the user has permissions to access the
directory. To copy a directory with all its files, or an entire hierarchy of
directories and their files, use commands like the following;:

nkdi r new_directory_nane
cd the_directory_you_want _to_copy

find . -print | cpio -pdl nv new_ directory_nane

This command sequence preserves the symbolic links in the new directory
as well as transparently cross file system boundaries.
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Automated Editing with sed

You can use sed(1), the Stream Editor, to automate file editing. sed follows an
editing script that defines changes to be made to text in a file. sed takes a file
(or files), performs the changes as defined in the editing script, and sends the
modified file to the standard output. sed is fully described in the IRIX
Development Option documentation and in the sed(1) reference page, which
is included in your IRIX distribution. The IRIX Development Option is
available for separate purchase from Silicon Graphics.

Some Recursive Commands

Recursive commands can save you a lot of time. For example, to change the
ownership of all the files and directories in a directory recursively, and all of
the files and directories in all of the subdirectories below that, you can use
the recursive option with chown(1):

chown - R username directory

Some of the other commands in the IRIX system that have recursive options
are:

Is -R
rm-r

chgrp -R

If you want to use a particular command recursively, but it does not have a
recursive option, you can run the command using find. See “Using find to
Locate Files” on page 25.

Note that using recursive options to commands can be very dangerous in
that the command automatically makes changes to your files and file system
without prompting you in each case. The chgrp command can also
recursively operate up the file system tree as well as down. Unless you are
sure that each and every case where the recursive command will perform an
action is desired, it is better to perform the actions individually. Similarly, it
is good practice to avoid the use of metacharacters (described in “Using
Regular Expressions and Metacharacters” on page 13) in combination with
recursive commands.
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Automating Tasks with at(1), batch(1), and cron(1M)

You can use the at(1), batch(1), and cron(1M) utilities to automate many of
your usual tasks, both as an administrator and as a user. These utilities
perform similar functions. All execute commands at a later point in time.
The difference between the commands is that af executes the given
command at one specific time; cron sets up a schedule and executes the
command or commands as often as directed, according to the schedule; and
batch executes the commands when system load levels permit the execution.

at(1) Command

If you have a task to process once at a later point in time, use at. For example,
if you wish to close down permissions on a public directory at midnight of
the current day, but you do not need to be present when this occurs, you
could use the command string:

at 2400 July 14
chnod 000 /usr/public
<Ctrl-D>

It is required that the at command itself and the date and time of the
command be placed alone on a line. When you press <Ret ur n>, you do not
see a prompt; at is waiting for input. Enter the command to be executed just
as you would type it at a shell prompt. After entering the command, press
<Ret ur n> again and enter <Ct r| - D> to tell at that no more commands are
forthcoming. You can use a single at command to execute several commands
at the appointed time. For example, if you want to close the public directory
and change the message of the day to reflect this closure, you can create the
new message of the day in the file /tmp/newmesg, and then issue the
following command string:

at 2400 July 14

chnod 000 /usr/public

mv /etc/notd /etc/ol dnotd
nmv /tnp/ newresg /etc/ notd
<Ctrl-D>
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By default, any output of commands executed using af is mailed to the
executing user through the system electronic mail. You can specify a
different location for the disposition of output by using the standard output
redirects, such as pipes (|) and file redirects (>). See your command shell
documentation for a complete description of redirecting the standard
output.

For complete information on the at command, see the af(1) reference page.

batch(1) Command

The batch command works just like the at command, except that you do not
specify a time for the command or commands to be executed. The system
determines when the overall load is low enough to execute the commands,
and then does so. As with all other cron subsystem commands, the output of
the commands is mailed to you unless you specify otherwise. batch is useful
for large CPU-intensive jobs that slow down the system or cripple it during
peak periods. If the job can wait until a non-peak time, you can place it on
the batch queue until the system executes it. For complete information on the
batch command, see the batch(1) reference page.

cron(1M) Command

If you desire to have a command executed regularly on schedule, the cron
command and subsystem provide a precise mechanism for scheduled jobs.
The at and batch commands are technically part of the cron subsystem and
use cron to accomplish their tasks. The cron command itself, though, is the
most configurable command of the subsystem.

You use cron by setting up a crontab file, where you list the commands you
would like to have executed and the schedule for their execution. Complete
information on setting up your crontab file is available in the cron(1M) and
crontab(1) reference pages.

cron is useful for scheduling network backups, checking the integrity of the
password file, and any other scheduled tasks that do not require interaction
between you and the system. By default, cron mails the results or output of
the command to the user who submitted the crontabs file, so if you use cron
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to schedule something like a pwck(1M), the results of the test are mailed to
you and you can interpret them at your convenience.

Note that you must restart cron after each change to a crontabs file, whether
made through the cron utility or the at command, for the changes to take
effect.

Checking System Configuration

IRIX provides two commands that allow you to check your system hardware
and software configurations. The hinv(1M) and versions(1M) commands
display the hardware and software inventories, respectively.

hinv Command

The hinv command displays the machine’s hardware inventory. hinv can be
run from the Command Monitor or from your system shell prompt.
Pertinent information such as the processor type, amount of main memory,
and all disks, tape drives, or other devices is included. A sample hinv output
for a typical workstation is:

1 100 MHZ | P22 Processor

FPU. M PS R4010 Fl oating Point Chip Revision: 0.0

CPU. M PS R4000 Processor Chip Revision: 3.0

On-board serial ports: 2

On-board bi-directional parallel port

Dat a cache size: 8 Kbytes

Instruction cache size: 8 Kbytes

Secondary unified instruction/data cache size: 1 Myte
Mai n menory size: 64 Mytes

Vino video: unit 1, revision 1

Iris Audio Processor: version A2 revision 4.1.0
Integral Ethernet: ecO, version 1

CDROM wunit 4 on SCSI controller 0

Di sk drive: unit 1 on SCSI controller O

Integral SCSI controller 0: Version W33C93B, revision D
Graphi cs board: Indy 24-bit

If a piece of peripheral hardware installed on your system does not appear
in the hinv output, it may or may not be an indication of trouble with your
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hardware. Some peripherals connected to the system by a board on a VME
bus will not be identified when running hinv from the Command Monitor.
First, you should invoke hinv from a system shell prompt; If your peripheral
is still not recognized, attempt to reseat the board in its socket and check that
it is using the correct SCSI address. If this does not relieve the problem, the
hardware itself may be defective. Note also that most devices are not
recognized by hinv until the MAKEDEV(1M) command has been run after

their installation.

versions Command

The versions command gives you an inventory of software packages that
have been installed using inst(1M). This command can only be run at the
system shell prompt, not from the Command Monitor. Software installed by
other means is not included in the versions output. Along with the names of
the software products, the release revision level numbers are displayed. By
default, the output of versions includes all the products and their subsystems
and is typically several hundred lines long, so it is often convenient to
redirect the output to a file that you can view at your convenience. For a
more general look at the products you have installed, without the list of
specific subsystems, use the -b (brief) flag.

A sample versions -b output reads as follows (an actual listing will be much

longer):

I = Installed,
Nane

| 4Dwm

I denos

I desktop_eoe

I dps_eoe

I eoel

I eoe2

I insight

I notif_eoe

I nfs

gfxinfo command

R = Renoved

Dat e Description

04/29/93 4Dwm -- Default Wndow Manager, 5.3
04/29/93 G aphics Denonstration Program 5.3
04/ 29/ 93 Desktop Environment, 5.3

04/29/93 Display PostScript, 2.0

04/ 29/ 93 Execution Only Environnent 1, 5.3
04/ 29/ 93 Execution Only Environment 2, 5.3
04/29/93 IR S InSight Viewer, 2.1

04/29/93 Motif Execution Only Environnment
04/29/93 Network File System 5.2

The gfxinfo command is useful for determining the graphics hardware
installed in the system. It is in the /usr/gfx directory, which is not on any of
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the standard search paths. Thus gfxinfo typically needs full path name for
execution. It requires no arguments to run.

An sample output for an Indy:
% / usr/ gf x/ gf xi nfo

Graphics board 0 is "NGL" graphics.
Managed (":0.0") 1280x1024
24 bitplanes, NGl revision 3, REX3 revision B,
VC2 revision A
MC revision C, xmap9 revision A cnap revision C
bt 445 revision A
Di spl ay 1280x1024 @ 60Hz, monitor id 12

This command provides much more information about the graphics system
than the hinv command (hinv would simply return Indy 24-bit). From the
output of gfxinfo you can determine the number of screens and their pixel
resolutions, bitplane configurations, component revision levels, and monitor
types. There is no reference page for gfxinfo.

uname command

uname returns information such as the OS version and hostname. The -2
options gives a complete list of the uname output. See the reference page for
a description of all the uname options and fields.

Ipstat command

Ipstat with the -a option will show all the printers configured for the Ip
spooling system and also give their status. For more information on the Ipstat
command, see “lpstat: Report lp Status” on page 345 or the Ipstat reference

page.

This section covers general system operations. Topics are:
¢ “Checking the System Configuration” on page 34.
¢ “Altering the System Configuration” on page 39.
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*  “Checking the Password File” on page 40.

e “Changing System Defaults” on page 41.

e “Changing the Name of a System” on page 43.

e “Managing User Processes” on page 45.

¢ “Changing the Date and Time” on page 51.

* “Creating a Message of the Day” on page 51.

* “Creating a Remote Login Message” on page 52.

Information on specific parts of the system is presented in other chapters.

For example, information on system security is covered in Chapter 12,
“System Security.”

Also, defaults for tape and other backup operations (such as the default tape
drive) are covered in Chapter 6, “Backing Up and Restoring Files.” Defaults
for shell types and user groups are covered in Chapter 3, “User Services.”

Checking the System Configuration
You can quickly check the configuration of a workstation or server with the
chkconfig(1) command. The /sbin/chkconfig utility reports the state of various

process daemons (that is, whether or not they are supposed to be active).

For example, enter the chkconfig command:

chkconfig



General Operations

You see a display similar to this:

Fl ag

acct

audi t

aut onount
fricserv
gat ed

| ockd

nT out ed
nanmed

net wor k

nfs

noi conl ogi n
nsr

guot acheck
quot as

rout ed
rtnetd
rwhod

sar

snnpd

tinmed

ti mesl ave
ver bose

vi sual | ogi n
Wi ndowsyst em
yp

ypnast er
ypserv

of f
of f
on
of f
of f
on
on
on
of f
of f
on
of f
on
of f
of f

This example is typical for a networked workstation with the Network File
System (NFS) option installed. The left column of the output describes a
system feature, and the right column indicates whether it is on or off. The
following list provides more specific information about each system feature:

acct
audit

automount

Detailed system accounting is turned on or off.
The System Audit Trail is turned on or off.

The NFS automount(1M) daemon is turned on or off. This
configuration option is available only if you have NFS
installed on the workstation.
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gated
glb
b

lockd

mrouted
named

network

nfs

noiconlogin

nsr

quotacheck
quotas

routed

rtnetd

rwhod

sar

The gated(1M) daemon, which manages multiple routing
protocols is turned on or off.

This option is used by the NetLS license server for the global
location broker daemon.

This option is used by the NetLS license server for the local
location broker daemon.

The Network File System (NFS) lock daemon is turned on
or off. This configuration option is available only if you
have NFS installed on the workstation.

The Stanford IP multicast routing daemon is turned on or
off.

named(1M), the Internet domain name server, is turned on
or off.

The network is turned on or off.

NFS is turned on or off. This configuration option is
available only if you have NFS installed on the workstation.

The visual login program, pandora(1), displays icons that
represent users on the system. This feature does not enable
or disable pandora; it only affects whether or not pandora
displays icons. It is turned on or off. To enable or disable
pandora, use the visuallogin feature.

IRIS Networker backup utility. This configuration option is
available only if you have Networker installed on the
workstation.

The disk space quota checker is enabled or disabled.
Disk quotas are enabled or disabled.

routed(1M), which manages the network routing tables, is
turned on or off.

rtnetd(1M), which allows higher priority real-time processes
to preempt processing of incoming network packets, is
turned on or off.

rwhod(1M) is turned on or off.

sar(1), the system activity reporter, is turned on or off.
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snmpd
timed

timeslave

verbose

visuallogin

windowsystem

yp

ypmaster

ypserv

The Simple Network Management Protocol Daemon is
turned on or off.

timed(1M), the 4.3 BSD time server daemon, is turned on or
off.

The Silicon Graphics time server daemon is turned on or off.
Like timed, this attaches a workstation’s clock to a different
clock, usually some kind of master time server for a group
of workstations or for the entire site.

If this feature is enabled, as the system boots or is shut
down, daemons print information about their functions. If
this feature is disabled, less information is printed when the
system is started and shut down.

The visual login program, pandora(1), is turned on or off.

The window manager is turned on or off.

The network information service (NIS) is enabled on or off.
This is called “yp” for historical reasons. NIS is available
with the NFS software. This configuration option is
available only if you have NFS installed on the workstation.

NIS master services are turned on or off. This configuration
option is available only if you have NFS installed on the
workstation.

NIS server and bind processes are turned on or off. This
configuration option is available only if you have NFS
installed on the workstation.

Note that if a daemon is enabled using chkconfig, it does not necessarily mean
that the daemon starts up immediately, or that it is running successfully. To
verify that a daemon is running, use the ps(1) command to identify what
processes are running on the system. For example, the command:

ps -ef
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produces output similar to this:

Table 2-2 ps -ef Output

uiD PID PPID C STIME TTY TIME COMMAND
root 0 0 0 Aug3 ? 0:00 sched

root 1 0 0 Aug3 ? 0:45 /etc/init
root 2 0 0 Aug3 ? 0:08 vhand
root 3 0 0 Aug3 ? 0:09 bdflush

This example is edited for simplicity. An actual, full ps listing shows many
more active processes.

To view information about specific processes, and avoid searching through
a large ps listing, you can filter the listing with the grep(1) or egrep(1)
commands. For example, to look at process information for only the NFS
daemons, use this command:

ps -ef | egrep ’'nfsd|biod

The output of this command is similar to this (assuming you have NFS
installed and running):

root 1201 O 09:40: 05 ? 0:02 /usr/etc/nfsd 4
root 122 12 0 O 09:40:05 ? 0:02 /usr/etc/nfsd 4
root 123 12 0 0 09:40:05 ? 0:02 /usr/etc/nfsd 4
root 124 12 0 0 09:40:05 ? 0:02 /usr/etc/nfsd 4
root 126 1 O 09:40:05 ? 0:00 /usr/etc/biod 4
root 127 1 O 09:40:05 ? 0:00 /usr/etc/biod 4
root 128 1 O 09:40: 05 ? 0:00 /usr/etc/biod 4
root 1291 O 09:40: 05 ? 0:00 /usr/etc/biod 4
root 1311 O 09:40:11 ? 0:00 /etc/mount -at nfs
ral ph 589 55 0 11 15:25:30 ttygl 0: 00 egrep nfsd| biod

Note that the final entry in the ps listing is the process that produced the
listing and that it is the only non-root process to have nfsd or biod in its name.
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Altering the System Configuration

You can use the chkconfig command to change some aspects of system
configuration. To determine which aspects of a system you can alter with

chkconfig, enter the chkconfig command:
chkconfig

You see a list of configuration options, which are described in “Checking the
System Configuration” on page 34 If you use the -s option, you see a list that
is sorted by whether the configuration item is on or off.

To change a configuration option, use the chkconfig command with two
arguments: the name of the option you wish to change and the new status of
the configuration (on or off). You must have root privilege to change a system
configuration.

For example, to turn on detailed process accounting, log in either as root or
as the system administrator, and enter:

chkconfi g acct on

To turn off process accounting, enter:

chkconfig acct off

Some aspects of system configuration do not take effect until the system is
shut down and rebooted because startup scripts, which are in the directory
/etc/init.d, are run when the system is booted up and brought to multiuser
mode. These scripts read the files that chkconfig sets to determine which
daemons to start.

Some configuration items that can be controlled by chkconfig may not be
displayed by chkconfig. These include:

nostickytmp Sets “sticky” behavior for the directory /tmp. When the
directory is sticky, (with nostickytmp set to off), users may
not remove files from the directory unless they own the
files, have explicit permission to remove the files (write
permission), or have superuser privileges.
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The opposite behavior allows users to remove or replace
files in /tmp, which is a publicly writable directory, even if
they do not own the files. This is handy behavior if you
have users who need to create large temporary files and
you are short on disk space. But it is better to increase disk
space to avoid important files being removed.

nocleantmp Controls whether or not the directory /tmp is cleaned out
each time the system is booted. If nocleantmp is on, /ftmp is
not cleaned. If nocleantmp is off, all files in /tmp are removed
each time the system is started.

If you want to see these flags in the chkconfig menu, you can use the -f option
to force chkconfig to create a configuration file for the options:

chkconfig -f nocl eantnp on

In this example, chkconfig creates a configuration file called nocleantmp in the
directory /etc/config.

Checking the Password File

At least once a week, you should run the pwck(1M) and grpck(1M) programs
to check your /etc/passwd and /etc/group files for errors. You can automate this
process using the cron(1) command, and you can direct cron to mail the
results of the checks to your user account. For more information on using
cron to automate your routine tasks, see “Automating Tasks with at(1),
batch(1), and cron(1M)” on page 29.

The pwck and grpck commands read the password and group files and report
any incorrect or inconsistent entries. Any inconsistency with normal IRIX
operation is reported. For example, if you have /etc/passwd entries for two
user names with the same User Identification (UID) number, pwck will report
this as an error. grpck performs a similar function on the /etc/group file. Note
that the standard passwd file shipped with the system generates several
errors.
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Changing System Defaults

These system-wide defaults affect programs and system functions:
* the system display

* the time zone

® the name of the system

* the network address

e the default system printer

Some of these defaults are described more thoroughly in specific sections of
this guide, but they are all presented here to provide a more thorough
overview of the IRIX system.

Setting the System Display

You can make the output of programs and utilities running on one system
appear on the screen of another system on the same network by changing the
DISPLAY environment variable. This is useful if your network includes
graphical systems and non-graphical servers. In order to view information
from the server graphically, you reset the display to a graphics workstation.

For example, if your server has only a character-based terminal as its console
and you wish to run gr_osview(1M) to visually inspect your CPU usage, you
would issue commands similar to these on the server:

setenv DI SPLAY graphics_machine: O

gr_osvi ew

When you invoke gr_osview, the window with the output will appear on the
machine name you specify. In this example, graphics_machine was used in
place of the system name. The : 0 used after the machine name indicates that
display monitor O (the graphics console) should be used to display the
output. When you have finished using the graphics console, be sure to reset
the display by issuing this command on the server:

set env DI SPLAY local_server: O

where local_server is the name of your server.
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Setting the Time Zone

To set the time zone of the system, edit the file /etc/TIMEZONE. For a site on
the east coast of the United States, the file might look something like this:

# Time Zone

TZ=EST5EDT

The line TZ=EST5EDT means:

e The current time zone is Eastern Standard Time.

e Ttis 5 hours to the east of Greenwich mean time.

e Daylight saving time applies here (EDT).

The TZ environment variable is read by inif(1) when the system boots, and

the value of TZ is passed to all subsequent processes. For complete
information about setting your time zone, see the timezone(4) reference page.

Changing Processors on Multi-Processor Systems

If you have a multi-processor system, the mpadmin(1M) and pset(1M)
commands allow you to change the way programs are assigned to the
various processors on your system. To determine if your system is multi-
processor, use the hinv(1M) command. A multi-processor system returns
information similar to the following in its hinv output:

Processor 0: 40 MHZ | P7
Processor 1. 36 MHZ | P7
Processor 2: 40 MHZ | P7
Processor 3: 40 MHZ | P7
Processor 4: 40 MHZ | P7
Processor 5. 40 MHZ | P7
Processor 6: 40 MHZ | P7
Processor 7: 40 MHZ | P7

Or, alternately, output similar to the following:

8 40 MHZ | P7 Processors

A single-processor system returns information similar to the following for
the hinv command:

1 100 WHZ | P22 Processor



General Operations

If you have only one processor on your system (and the vast majority of
systems have only one processor) these commands still operate, though they
have no useful purpose.

The mpadmin command allows you to “turn off” processors, report various
states of the processors, and move system functions such as the system clock
to specific processors. The pset command is used both to display and modify
information concerning the use of processor sets and programs running in
the current system. The pset command provides a much more detailed level
of control of processes and processors.

For complete information on mpadmin(1M) and pset(1M), see the respective
reference pages.

Changing the Name of a System

The name of the system is stored in several places. If you wish to change the
name of your system, you must change all these files together or your system
will not function correctly:

e in the file /etc/sys_id
* in the file /etc/hosts (for networking purposes)

¢ ina kernel data structure, which you read and set with either
hostname(1) or uname(1)

¢ in an NIS map on the NIS master server, if you are running NIS
Note that you should not arbitrarily change the name of a running

workstation. Many programs that are started at boot time depend on the
name of the workstation.

To display the name of the system, use the hostname command with no
arguments:

host nane

This displays the name of the system. The uname command also displays the
name of the system, along with other information.
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To change the name of the workstation, follow these steps:
1. Log in as root.

2. Edit the file /etc/sys_id. Change the name of the host to newname. Write
and exit the editor.

3. Youmust also change the name of the host in any network files, such as
/etc/hosts, and possibly in the NIS map on the master NIS server.

4. Reboot your system.

The name of the workstation is now changed. When the workstation is
booted, all programs that are started at boot time, and read the host name
when they start, now use the correct host name.

For information about the Internet address of a workstation, see Chapter 15,
“Understanding Silicon Graphics” Networking Products.” For more
information about the name of the system, see the hostname(1) and uname(1)
reference pages.

Setting the Network Address

The system’s network address (IP address) is covered more thoroughly in
Chapter 15, “Understanding Silicon Graphics’ Networking Products.”

To set the network address, follow these steps:

1. Place the network address in /etc/hosts on the same line as the system
name.

2. If you use the network information service (NIS), place the name of
your domain in the file /var/yp/ypdomain, if it is installed.

3. Use the nvram(1M) command to set the variable netaddr to the IP
number of the machine. For example:

nvram net addr 192.13.52.4

Setting the Default Printer

The Ipadmin(1M) command sets the default printer. This command sets the
default printer to laser:

| padmi n -dl aser
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Note that the printer laser must already exist and be configured. For
complete information on setting up printers, see Chapter 9, “Administering
Printers.”

Managing User Processes

Just as files can use up your available disk space, too many processes going
at once can use up your available CPU time. When this happens, your
system response time gets slower and slower until finally the system cannot
execute any processes effectively. If you have not tuned your kernel to allow
for more processes, the system will refuse new processes long before it
reaches a saturation point. However, due to normal variations in system
usage, you may experience fluctuations in your system performance
without reaching the maximum number of processes allowed by your
system.

Monitoring User Processes

Not all processes require the same amount of system resources. Some
processes, such as database applications working with large files, tend to be
disk intensive, requiring a great deal of reading from and writing to the disk
as well as a large amount of space on the disk. These activities take up CPU
time. Time is also spent waiting for the hardware to perform the requested
operations. Other jobs, such as compiling programs or processing large
amounts of data, are CPU intensive, since they require a great number of CPU
instructions to be performed. Some jobs are memory intensive, such as a
process that reads a great deal of data and manipulates it in memory. Since
the disk, CPU, and memory resources are limited, if you have more than a
few intensive processes running at once on your system, you may see a
performance degradation.

As the administrator, you should be on the lookout for general trends in
system usage, so you can respond to them and keep the systems running as
efficiently as possible. If a system shows signs of being overloaded, and yet
the total number of processes is low, your system may still be at or above
reasonable capacity. The following sections show four ways to monitor your
system processes.
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Monitoring Processes with top

top and gr_top are the most convenient utilities provided with IRIX to
monitor the top CPU-using processes on your system. These utilities display
the top such processes dynamically, that is, if a listed process exits, it is
removed from the table and the next-highest CPU-using process takes its
place. gr_top graphically displays the same information as top. If you are
using a non-graphics server, you cannot use gr_top locally, but you can use it
if you set the display to another system on the network that does have
graphics capability. For complete information on configuring and using top
and gr_top, consult the top(1) and gr_top(1) reference pages. For information
on resetting the display, see “Setting the System Display” on page 41.

Monitoring Processes with osview

osview and gr_osview are utilities that display kernel execution statistics
dynamically. If you have a graphics workstation, you can use the
gr_osview(1) tool, which provides a real-time graphical display of system
memory and CPU usage. osview provides the same information in ASCII
format. You can configure gr_osview to display several different types of
information about your system'’s current status. In its default configuration,
gr_osview provides information on the amount of CPU time spent on user
process execution, system overhead tasks, interrupts, and idle time. For
complete information on osview and gr_osview, see the osview(1) and
gr_osview(1) reference pages.

Monitoring Processes with sar

The System Activity Reporter, sar, provides essentially the same information
as osview, but it represents a “snapshot” of the system status, not a dynamic
reflection. Because sar generates a single snapshot, it is easily saved and can
be compared with a similar snapshot taken at another time. You can use sar
automatically with cron to get a series of system snapshots over time to help
you locate chronic system bottlenecks. For complete information on sat, see
the sar(1) reference page.
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Monitoring Processes with ps

The ps -ef command allows you to look at all the processes currently running
on your system. ps -ef output looks very similar to Table 2-3:

Table 2-3 Output of the ps -ef Command
Name PID PPID C Time TTY CPU Time Process
joe 23328 316 1 May 5 ttyql 1:01 csh

In this table, the process shown is for the user “joe.” In a real situation, each
user with processes running on the system is represented. Each field in the
output contains some useful information.

Name The login name of the user who “owns” the process.
PID The process identification number.
PPID The process identification number of the parent process that

spawned or forked the listed process.

C Current execution priority. The higher this number, the
lower the scheduling priority. This number is based on the
recent scheduling of the process and is not a definitive
indicator of its overall priority.

Time The time when the process began executing. If it began
more than 24 hours before the ps command was given, the
date on which it began is displayed.

TTY The TTY (Terminal or window) with which the process is
associated.
CPU The total amount of CPU time expended to date on this

process. This field is useful in determining which processes
are using the most CPU time. If a process uses a great deal
in a brief period, it can cause a general system slowdown.

For even more information, including the general system priority of each

process, use the -I flag to ps. For complete information on interpreting ps
output, see the ps(1) reference page.
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Prioritizing Processes with nice

IRIX provides methods for users to force their CPU-intensive processes to
execute at a lower priority than general user processes. The /bin/nice(1) and
npri(1M) commands allow the user to control the priority of their processes
on the system. The nice command functions as follows:

nice [ -increment | command

When you form your command line using /bin/nice, you fill in the increment
field with a number between 1 and 19. If you do not fill in a number, a default
of 10 is assumed. The higher the number you use for the increment, the
lower your process’ priority will be (19 is the lowest possible priority; all
numbers greater than 19 are interpreted as 19). The csh(1) shell has its own
internal nice functions, which operate differently from the nice command,
and are documented in the csh(1) reference page.

After entering the nice command and the increment on your command line,
give the command as you would ordinarily enter it. For example, if the user
“joe” wants to make his costly compile command described in the ps -ef
listing above happen at the lowest possible priority, he forms the command
line as follows:

nice -19 cc -0 prog prog.c

If a process is invoked using nice, the total amount of CPU time required to
execute the program does not change, but the time is spread out, since the
process executes less often.

The superuser (root) is the only user who can give nice a negative value and
thereby increase the priority of a process. To give nice a negative value, use
two minus signs before the increment. For example:

nice --19 cc -0 prog prog.c

The above command endows that process with the highest priority a user
process may possess. The superuser should not use this feature frequently,
as even a single process that has been upgraded in priority causes a
significant system slowdown for all other users. Note that /bin/csh has a
built-in nice program that uses slightly different syntax than that described
here. For complete information on csh, see the csh(1) reference page.
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The npri command allows users to make their process’ priority nondegrading.
In the normal flow of operations, a process loses priority as it executes, so
large jobs typically use fewer CPU cycles per minute as they grow older.
(There is a minimum priority, too. This priority degradation simply serves to
maintain performance for simple tasks.) By using npri, the user can set the
nice value of a process, make that process non-degrading, and also set the
default time slice that the CPU allocates to that process. npri also allows you
to change the priority of a currently running process. The following example
usage of npri sets all the possible variables for a command:

npri -h 10 -n 10 -t 3 cc -0 prog prog.c

In this example, the - flag sets the nondegrading priority of the process,
while the -7 flag sets the absolute nice priority. The -t flag sets the time slice
allocated to the process. IRIX uses a 10-millisecond time slice as the default,
so the example above sets the time slice to 30 milliseconds. For complete
information about npri and its flags and options, see the npri(1) reference

page.
Changing the Priority of a Running Process

The superuser can change the priority of a running process with the
renice(1M) or npri commands. Only the superuser can use these commands.
renice is used as follows:

reni ce increment pid[-u user] [-g pgrp]

In the most commonly used form, renice is invoked on a specific process that
is using system time at an overwhelming rate. However, you can also invoke
it with the -u flag to lower the priority of all processes associated with a
certain user, or with the -g flag to lower the priorities of all processes
associated with a process group. More options exist and are documented in
the renice(1M) reference page.

The npri command can also be used to change the parameters of a running
process. This example changes the parameters of a running process with
npri:

npri -h 10 -n 10 -t 3 -p 11962

The superuser can use renice or npri to increase the priority of a process or
user, but this can severely impact system performance.
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Terminating Processes

From time to time a process may use so much memory, disk, or CPU time
that your only alternative is to terminate it before it causes a system crash.
Before you kill a process, make sure that the user who invoked the process
will not try to invoke it again. You should, if at all possible, speak to the user
before killing the process, and at a minimum you should notify the user that
the process was prematurely terminated and give a reason for the
termination. If you do this, the user can reinvoke the process at a lower
priority or possibly use the system’s job processing facilities (at, batch, and
cron) to execute the process at another time.

To terminate a process, you use the kill command. Typically, for most
terminations, you should use the kill -15 variation. The -15 flag indicates that
the process is to be allowed time to exit gracefully, closing any open files and
descriptors. The -9 flag to kill terminates the process immediately, with no
provision for cleanup. If the process you are going to kill has any child
processes executing, using the kill -9 command may cause those child
processes to continue to exist on the process table, though they will not be
responsive to input. The wait(1) command, given with the process number
of the child process, removes them. For complete information about the
syntax and usage of the kill command, see the kill(1) reference page. You
must always know the PID of the process you intend to kill with the kill
command.

Killing Processes by Name with the killall(1M) Command

The killall(1M) command allows you to kill processes by their command
name. For example, if you wish to kill the program a.out that you invoked,
use the syntax:

killall a.out

This command allows you to kill processes without the time-consuming task
of looking up the process ID number with the ps(1IM) command.

Note: This command kills all instances of the named program running
under your shell and if invoked with no arguments, kills all processes on the
system that are killable by the user who invoked the command. For ordinary
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users, these are simply the processes invoked and forked by that user, but if
invoked by root, all processes on the system will be killed. For this reason,
this command should be used carefully.

Changing the Date and Time

Use the date(1) command to set the date and time. For example, to set the
date to April 1st, 1999, and the time to 09:00, log in as root and enter:

dat e 0401090099

Changing the date and time on a running system can have unexpected
consequences. Users and administrators use system scheduling utilities
(at(1), cron(1), and batch(1)) to perform commands at specified times. If you
change the effective date or time on the system, these commands may not
execute at the desired times. Similarly, if your users use the make(1) utility
provided with the system, the commands specified in Makefiles can
incorrectly compile or process your users’ work. Always try to keep your
system date and time accurate within reason. Random changes of the date
and time can be extremely inconvenient and possibly destructive to users’
work.

If timed(1M) is running on the system, and it is a slave system, the time is
reset by timed and not the above command. For more information, see the
timed(1M) reference page.

Creating a Message of the Day

The file /etc/motd contains the “message of the day.” This message is
displayed on a user’s screen, either by /etc/profile if the user runs Bourne
shell, or by /etc/cshrc if the user runs C shell, when the user first logs in to the
system.

You can place announcements of system activity in the motd file. For
example, you should warn users of scheduled maintenance, changes in
billing rates, new hardware and software, and any changes in the system or
site configuration that affect them.
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Since users see this message every time they log in, you should change it
frequently to keep it from becoming stale. If users see the same message
repeatedly, they lose interest in reading the message of the day and can miss
an important announcement.

Make sure you remove outdated announcements. If nothing new is
happening on the system, trim the file to a short “welcome to the system’
message.

7

A typical motd file looks something like this:

Upcomi ng Events: ---------------

26 Novenber -- The systemwill be down from 8PM until
M dni ght for a software upgrade. We are installing
FareSaver +, Rel ease 3. 2. 2d.

Wat ch this space for further details.

28 Novenber through 31 Novenber -- We will be operating with
a mninal staff during the holiday. Please be patient if you
need conputer services. Use the admin beeper (555-3465) if
there is a serious problem

The motd file is used more frequently on servers than on workstations, but
can be handy for networked workstations with guest accounts. You can also
send electronic mail to all people who use the system, but this method
consumes more disk space, and users may accidentally skip over the mail in
their mailboxes.

Creating a Remote Login Message

The file /etc/issue is displayed before the login prompt is given to someone
attempting to log in to a system over a serial line or the network. If /etc/issue
does not exist, or is empty, no message is displayed. This is essentially
different from /etc/motd because it is displayed before the login prompt. This
message is often used to notify potential users of rules about using the
equipment; for example, a disclaimer that the workstation or server is
reserved for employees of a particular corporation and that intruders will be
prosecuted for unauthorized use.
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Maintaining the File Alteration Monitor

The File Alteration Monitor (famd) is a daemon that monitors files and
directories. Application writers can include certain function calls in their
applications to let famd know that they want to be informed of changes to
whichever files and / or directories they specify. WorkSpace and Mailbox are
two applications that use famd; WorkSpace uses it to keep the directory
views up to date, and Mailbox uses it to know when to indicate the arrival
of new mail.

The famd daemon runs only when applications using it are running; it exits
after all programs using it have stopped.

Sometimes, when attempting to start up an application which uses famd, an
error message is displayed:

Cannot connect with File Alteration Mnitor (fam

There are several reasons why this message appears. Below are some of the
common ways to troubleshoot the problem.

Using a Foreign NIS Master

If you have the optional NIS (YP) software installed at your site, and you are
using another manufacturer’s system as your NIS master, with no rpc entries
for sgi_toolkitbus and sgi_fam, this section provides the information to correct
the error message.

Depending on the operating system (the Sun 3.x or the Sun 4.0) on the Sun
NIS (YP) server, one of the two following solutions applies.
* Sun3.x

If the Sun Workstation is running version 3.x of Sun/OS, then two
entries need to be added to the /etc/rpc database on the Sun NIS server
machine. They are sgi _t ool ki t bus 391001 and sgi _f am391002

On the NIS server, enter the command:
cd /usr/etc/yp make rpc

It may take as much as an hour before the NIS server pushes this
information to its clients.
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e Sun4.0

If the Sun Workstation is running version 4.0 of Sun/OS or later, then
two entries need to be added to the /etc/rpc database on the Sun NIS
server machine. They are sgi _t ool ki t bus 391001 and sgi _f am
391002.

On the NIS server, type:
cd /var/yp nmake rpc

It may take as much as an hour before the NIS server pushes this
information to its clients.

Note: If the NIS server machine is neither an SGI or Sun, the same rpc
entries must be added, but the syntax may be different.

Verify fam Installation

From a shell window, enter the command:

I's -1 /usr/etc/fam
If the file is not found, you must reinstall the software package:

eoe2.sw.envm.

Check Network Activity
The famd daemon is enabled via the /usr/etc/inetd.conf file, which is read
when the system starts up the network. Even if the system is not connected

via the network to other systems, the network software must be started.

If the message:

port mapper failure
is displayed, it is also a sign that the network is not active.

If the command:

/etc/chkconfig | grep network

returns the message:

net wor k of f
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Turn the network on by entering the command (as root):

/ etc/ chkconfi g network on

and then either reboot your system by entering the command:

r eboot

or just start up the network by issuing the command:

/etcl/init.d/ network start

“localhost” Entry in /etc/hosts

Applications connect to famd via the localhost. Therefore, there must be a
localhost entry in the /etc/hosts file.

This entry is in the hosts file by default, but sometimes gets removed. The
correct entry would be:

127.0.0.1 | ocal host

sgi_famd/sgi_toolkitbus

Make sure that both sgi_famd and sgi_toolkitbus are running by entering the
command:

/usr/etc/rpcinfo -p

In addition to other daemons running, you should see the following entries:

391002 1 tcp 1086 sgi _fam
391001 1 tcp 1087 sgi _tool kitbus

If you do not see these lines, check your /ust/etc/inetd.conf file. The following
entries must be in that file:

sgi _fam 1 streamrpc/tcp wait root /usr/etc/famfand
sgi _tool kitbus/1 streamrpc/tcp wait root /usr/etc/
rpc. tool kitbus tool kitbusd

If those lines are not in the file, you must add them, and then restart your
network by entering the following command, as root:

/etc/init.d network stop

/etc/init.d/ network start
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vadmin Permissions

The permissions on the /usr/lib/vadmin file should be:

drwxr-Xxr-x 2 root sys

eoe2.sw.fonts

If none of the listed problems exists, reinstall eoe2.sw.fonts. This will install a
file called /usr/sysgen/boot/imon.o. Confirm that the file is there, and then use
the autoconfig -uf command to build a new kernel. Then reboot your system
to install the new kernel.

This section describes general operating policies for you, the site
administrator. For a discussion of site policies, especially as they affect your
users, see “System and Site Policies” on page 76 in this guide.

Shutting Down the System Carefully

Many administrative tasks require the system to be shut down to a run level
other than the multiuser state. This means that conventional users cannot
access the system. Just before the system is taken out of the multiuser state,
users on the system are requested to log off. You should do these types of
tasks when they will interfere the least with the activities of the user
community.

Sometimes situations arise that require the system to be taken down with
little or no notice provided to the users. This is often unavoidable, but try to
give at least five to fifteen minutes of notice, if possible.

In general, try to provide the user community as much notice as possible
about events affecting the use of the system. When the system must be taken
out of service, also tell the users when to expect the system to be available.
Use the “message of the day” file /etc/motd to keep users informed about
changes in hardware, software, policies, and procedures.
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Atyour discretion, the following actions should be prerequisites for any task
that requires the system to leave the multiuser state:

*  When possible, perform service-affecting tasks during periods of low
system use. For scheduled actions, use /etc/motd to inform users of
future actions.

®  Check to see who is logged in before taking any actions that would
affect a logged-in user. You can use the /etc/whodo, /bin/who and /usr/bsd/
w commands to see who is on the system. You may also wish to check
for large background tasks, such as background compilations, by
executing ps -¢f.

e If the system is in use, provide the users advanced warning about
changes in system states or pending maintenance actions. For
immediate actions, use the /etc/wall command to send a broadcast
message announcing that the system will be taken down at a given
time. Give the users a reasonable amount of time (five to fifteen
minutes) to terminate their activities and log off before taking the
system down.

Maintaining a System Log Book

It is important to keep a complete set of records about each system you
administer. A system log book is a useful tool when troubleshooting
transient problems or when trying to establish system operating
characteristics over a period of time. Keeping a hardcopy book is important,
since you won't be able to refer to an online log if you have trouble starting
the system.

Some of the things that you should consider entering into the log book are:
* maintenance records (dates and actions)

e printouts of error messages and diagnostic phases

* equipment and system configuration changes (dates and actions),
including serial numbers of various parts (if applicable)

e copies of important configuration files
e the output of prtvtoc(1M) for each disk on the system
e the /fetc/passwd file
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o the /fetc/group file

o the /etc/fstab file

* the /fetc/exports file

The format of the system log and the types of items noted in the log should
follow a logical structure. Think of the log as a diary that you update

periodically. To a large measure, how you use your system will dictate the
form and importance of maintaining a system log.

Administrative Directories and Files
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This section briefly describes the directories and files that a system
administrator uses frequently. For additional information on the formats of
the system files, refer to the IRIX reference pages.

Appendix B, “IRIX Device Files,”contains further information on the device
files and directories that reside in the /dev directory.

Root Directories

The main directories of the root file system (/) are as follows:

/ Contains hardware-specific files and files required to start
the system.

bin Contains publicly executable commands. (Some are root-
only.)

debug Provides a link to /proc.

dev Contains special files that define all of the devices on the
system.

etc Contains administrative programs and tables.

lib Contains public libraries.

lost+found Used by fsck(1M) to save disconnected files and directories.

proc Provides an interface to running processes that may be used

by debuggers such as dbx(1).
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tmp

usr

oar

Used for temporary files.

Used to mount the /usr file system and for files that are the
same from system to system. These files are not writable.

Used for files that are specific to each system. There is
typically a symbolic link to /usr for each file in /var.

Important System Directories

The following directories are important in the administration of your

system:

Jetc/init.d

Jetc/config
Jetc/rc0.d

Jetc/rc2.d

Jetc/rc3.d

Jvar/adm/acct

Contains shell scripts used in upward and downward
transitions to all system run levels. These files are linked to
files beginning with S (start) or K (kill) in /efc/rcn.d, where n
is replaced by the appropriate run level number.

Contains start-up and run-time configuration information.

Contains files executed by /etc/rc0 to bring the system to
run-level 0. Files in this directory are linked from files in the
/etc/init.d directory and begin with either a K or an S. K
indicates processes that are killed, and S indicates processes
that are started when entering run-level 0.

Contains files executed by /etc/rc2 for transitions to system
run-level 2. Files in this directory are linked from files in the
/etc/init.d directory and begin with either a K or an S. K
indicates processes that should be killed, and S indicates
processes that should be started, when entering run-level 2.

Contains files executed by /efc/rc3 for transitions to system
run-level 3. Files in this directory are linked from files in the
/etc/init.d directory and begin with either a K or an S. K

indicates processes that should be stopped, and S indicates
processes that should be started when entering run-level 3.

Contains information collected by the accounting
subsystem.
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[oar/adm/crash
Contains crash dumps of the system. After analysis, and if
appropriate, these dumps can safely be removed unless
your support provider has requested otherwise. See the
savecore(1) reference page for more information.

[var/adm/sa Contains information collected by sar(1).

fusr/people Contains the home directories of users of the system or
network. This directory can be a link to /var/people or a
mount point for a totally separate file system.

fust/share This directory contains files that are the same on all systems.

fvar/spool Contains spooling directories. The directories in this
directory hold outbound mail, print requests, and other
data.

fvar/spool/cron/crontabs
Contains crontab files for the adm, root, and sys logins and
ordinary users listed in cron.allow.

[var/sysgen/master.d
Contains files that define the configuration of hardware
devices, software services and utilities, and aliases.

fvar/sysgen/stune
Contains files that define the default settings of all kernel
tunable parameters.

fvar/sysgen/mtune
Contains files that define the current settings of all kernel
tunable parameters.

Important System Files

The following files are important in the administration of your system:

Jetc/cshre Contains the standard (default) environment for /bin/csh
users.
Jetc/exports Contains the list of NFS file systems exported at boot time

to NFS clients if the optional NFS software is installed.



Administrative Directories and Files

/etc/fstab

Jetc/gettydefs

/etc/group
/etc/hosts

/etc/hosts.equiv

Jetc/inittab
Jetc/issue
Jetc/lvtab
Jetc/motd

Jetc/passwd
Jetc/profile

Jetc/rcO
Jetc/rc2

Jetc/shutdown

fetc/sys_id
fetc/ttytype

Specifies the file system(s) to be mounted by /etc/mountall if
the optional NFS software is installed.

Contains information used by getty to set the speed and
terminal settings for a line.

Describes each group to the system.

Contains information about the known hosts on the
network.

Contains a list of hosts trusted for non-superuser rlogin and
rsh execution.

Contains the instructions to define the processes created or
terminated by init for each initialization state.

Displays a message to users before logging in to the system
over the network or on serial lines.

Contains information describing the logical volumes used
by the workstation. This file is read by the logical volumes
utilities.

Contains a brief “message of the day.”
Identifies each user to the system.

Contains the standard (default) environment for /bin/sh
users.

Contains a script that executes shell scripts in /etc/rc0.d to
bring the system to run-level 0.

Contains a script that executes shell scripts in /etc/rc2.d and
/etc/rc.d on transitions to system run-level 2.

Contains a shell script that gracefully shuts down the
system in preparation for system backup or for scheduled
downtime.

Contains the system name.

Contains a list, ordered by terminal port, of what kind of
terminal is likely to log in to that port.
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/etc/TIMEZONE
Used to set the default time zone shell variable TZ.
fetc/utmp Contains the information on the current runstate of the
system.
fetc/wtmp Contains a history of system logins.
fetc/xwtmp Contains an extended history of system logins.
fvar/adm/sulog

Contains a history of su command usage. This file should be
checked periodically for excessive size and archived.

Jvar/adm/SYSLOG
Contains system and daemon error messages.

foar/yp/ypdomain

Contains the domain name if the workstation is using NIS.

fvar/cron/log
Contains a history of all the actions taken by cron. This file
should be checked periodically for excessive size and
reduced if necessary.

Jusr/lib/cron/cron.allow
Contains a list of users allowed to use crontab(1). This file
cannot exist on the system at the same time as cron.deny.

/usr/lib/cron/cron.deny
Contains a list of users who are denied access to crontab(1).
It is checked if /usr/lib/cron/cron.allow does not exist.

The IRIX system can run in either single-user or multiuser mode. In single-
user mode, only a few processes are active on the system, no graphics are
available, and only a single login is allowed. In multiuser mode, there can be
multiple login sessions, many files open at once, and many active processes,
including numerous background daemons.

The init program controls whether the system is in the multiuser or single-
user state. Each possible state that the system can be in is assigned a label,
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either a number or a letter. The shutdown state is state 0. Single-user mode
is state s.

Multiuse state labeling is more complex, because there can be great
variations in multiuser states. For example, in one multiuser state, there can
be unlimited logins, but in another state there can be a restricted number of
logins. The different states can all be assigned different numbers.

The state of the system is controlled by the file /etc/inittab. This file lists the
possible states, and the label associated with each.

When you bring the system to standard multiuser mode, init state 2, the
following happen:

* The file systems are mounted.

® The cron daemon is started for scheduled tasks.

e Network services are started, if turned on.

¢ The serial-line networking functions of uucp are available for use.

* The spooling and scheduling functions of the Ip package (if added to
the system) are available for use.

¢ Users can log in.

Not all activities can or should be performed in the multiuser state. Some
tasks, such as installing software that requires the miniroot and checking file
systems must be done with the system in single-user mode.

There are many synonyms for the system state. These include:

* init state

® run state

e runlevel

* run mode

e system state

Likewise, each system state may be referred to in a number of ways; for
example:

* single user
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* single-user mode

e runlevel 1

Table 2-4 shows the various possible states of the operating system as it is
shipped. You can, of course, create your own custom states.

Table 2-4 System States

Run Level Description
0 Power-down state.
1,s,0rS Single-user mode is used to install/remove software utilities,

run file system backups/restores, and check file systems. This
state unmounts everything except root, and kills all user
processes except those that relate to the console.

2 Multiuser mode is the normal operating mode for the system.
The default is that the root (/) and user (/usr) file systems are
mounted in this mode. When the system is powered up, it is
put in multiuser mode.

6 Reboot mode is used to bring down the system and then bring
it back up again. This mode is useful when you are changing
certain system configuration parameters.

How init Controls the System State

The init process is the first general process created by the system at startup.
It reads the file /etc/inittab, which defines exactly which processes exist for
each run level.

In the multiuser state (run level 2), init scans the file for entries that have a
tag (also 2) for the run level and executes everything after the third colon on
the line containing the tag. For complete information, see the inittab(4)
reference page.

The system /etc/inittab looks something like this:

is:2:initdefaul t:

fs::sysinit:/etc/bcheckrc </dev/consol e >/dev/consol e 2>&1
m::sysinit:/etc/brc </dev/consol e >/ dev/console 2>&1

s0: 06s:wait:/etc/rcO >/ dev/consol e 2>&1 </dev/consol e
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sl:1:wait:/etc/shutdown -y -iS -g0 >/dev/console 2>&1 </dev/
consol e

s2:23:wait:/etc/rc2 >/dev/consol e 2>&1 </dev/consol e
s3:3:wait:/etc/rc3 >/dev/console 2>&1 </dev/consol e
or:06:wait:/etc/unmount -ak -b /proc,/debug > /dev/consol e
2>&1

of :0:wait:/etc/uadmn 2 0 >/ dev/console 2>&1 </dev/consol e
RB: 6: wai t: echo "The systemis being restarted." >/dev/consol e
rb:6:wait:/etc/uadmn 2 1 >/dev/console 2>&1 </dev/consol e

#

This display has been edited for brevity; the actual /etc/inittab file is lengthy.
If /etc/inittab is removed by mistake and is missing during shutdown, init
enters the single-user state (init s). While entering single-user state, /usr
remains mounted, and processes not spawned by init continue to run.
Immediately replace /etc/inittab before changing states again. The format of
each line in inittab is:

id:level:action:process

where:
e id is one or two characters that uniquely identify an entry.

e level is zero or more numbers and letters (0 through 6, s, a, b, and c) that
determine in what level(s) action is to take place. If level is null, the action
is valid in all levels.

® action can be one of the following:
— sysinit

Run process before init sends anything to the system console
(Console Login).

—  bootwait

Start process the first time init goes from single-user to multiuser
state after the system is started. (If initdefault is set to 2, the process
runs right after the startup.) init starts the process, waits for its
termination and, when it dies, does not restart the process.

-  wait

When going to level, start process and wait until it has finished.
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— initdefault

When init starts, it enters level; the process field for this action has no
meaning.

- once
Run process once. If it finishes, don’t start it again.
- powerfail

Run process whenever a direct powerdown of the computer is
requested.

- respawn

If process does not exist, start it, wait for it to finish, and then start
another.

— ondemand
Synonymous with respawn, but used only with level a, b, or c.
- off
When in level, kill process or ignore it.
® process is any executable program, including shell procedures.
¢ #canbe used to add a comment to the end of a line. init ignores all lines

beginning with the # character.

When changing levels, init kills all processes not specified for that level.

Entering the Multiuser State from System Shutdown

When your system is up and running, it is usually in multiuser mode. It is
only in this mode that the full power of IRIX is available to your users.

Powering Up the System

When you power up your system, it enters multiuser mode by default. (You
can change the default by modifying the initdefault line in your inittab file.)
In effect, going to the multiuser state follows these stages (see Table 2-4,
“System States,” on page 64):
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1. The operating system loads and the early system initializations are
started by init.

2. The run level change is prepared by the /etc/rc2 procedure.

3. The system is made public through the spawning of getty processes
along the enabled terminal lines.

Early Initialization

Just after the operating system is first loaded into physical memory through
the specialized boot programs that are resident in the PROM hardware, the
init process is created. It immediately scans /etc/inittab for entries of the type
sysinit:

fs::sysinit:/etc/bcheckrc </dev/consol e >/dev/consol e 2>&1
m::sysinit:/etc/brc </dev/consol e >/ dev/console 2>&1

These entries are executed in sequence and perform the necessary early
initializations of the system. Note that each entry indicates a standard
input/output relationship with /dev/console. This establishes communication
with the system console before the system is brought to the multiuser state.

Preparing the Run Level Change

Now the system is placed in a particular run level. First, init scans the table
to find an entry that specifies an action of the type initdefault. If it finds one,
it uses the run level of that entry as the tag to select the next entries to be
executed. In our sample /etc/inittab, the initdefault entry is run level 2 (the
multiuser state):

is:2:initdefaul t:

s2:23:wait:/etc/rc2 >/dev/consol e 2>&1 </dev/consol e

co: 23: respawn: /et c/ gl / consl og

t1l:23:respawn:/etc/getty -s console ttydl co_9600 #altconsol e
t2:23:0ff:/etc/getty ttyd2 co_9600 # port 2
t3:23:0ff:/etc/getty ttyd3 co_9600 # port 3
t4:23:0ff:/etc/getty ttyd4d co_9600 # port 4

The other entries shown above specify the actions necessary to prepare the
system to change to the multiuser run level. First, /etc/rc2 is executed. It
executes all files in /etc/rc2.d that begin with the letter S, accomplishing
(among other things) the following:
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¢ Sets up and mounts the file systems

* Starts the cron daemon

* Makes uucp available for use

* Makes the line printer (Ip) system available for use, if installed
e Starts accounting, if installed and configured on

e Starts networking, if installed and configured on

e Starts sar, if installed and configured on

e Starts the mail daemon

® Starts the system monitor

init then starts a getty for the console and starts getty on the lines connected
to the ports indicated.

At this point, the full multiuser environment is established, and your system
is available for users to log in.

Changing Run Levels

To change run levels, the system administrator enters a command that
directs init to execute entries in /etc/inittab for a new run level, such as multi,
single, or reboot. Then key procedures, such as shutdown, /etc/rc0, and /fetc/rc2,
are run to initialize the new state.

The new state is reached. If it is state 1 (single-user mode), the system
administrator can continue.

Run-level Directories

Run levels 0, 2, and 3 each have a directory of files that are executed in
transitions to and from that level. These directories are rc0.d, rc2.d, and rc3.d,
respectively. All files in these directories are linked to files in /efc/init.d. The
run-level file names look like this:

S00name

or
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K0Oname

The filenames can be split into three parts:

SorK The first letter defines whether the process should be started
(S) or killed (K) upon entering the new run level.

00 The next two characters are a number from 00 to 99. They
indicate the order in which the files will be started (S00, S01,
502, etc.) or stopped (K00, K01, K02, etc).

name The rest of the filename is the /etc/init.d filename to which
this file is linked.

For example, the init.d file cron is linked to the rc2.d file and rc0.d file S75cron.
When you enter init 2, this file is executed with the start option: sh S75cron
start. When you enter init 0, this file is executed with the stop option: sh
K70cron stop. This particular shell script executes /sbin/cron when run with
the start option and kills the cron process when run with the stop option.

Because these files are shell scripts, you can read them to see what they do.
You can modify these files, though it is preferable to add your own since the
delivered scripts may change in future releases. To create your own scripts,
follow these rules:

e Place the file in /etc/init.d.

* Symbolically link the file to files in appropriate run state directories,
using the naming convention described above.

¢ Have the file accept the start and/or stop options.

Note that it may prove easier to simply copy an existing script from the
directory and make appropriate changes.

Going to Single-user Mode From Multiuser Mode

Sometimes you must perform administrative functions, such as backing up
the root file system, in single-user mode.

Use the shutdown command. This procedure executes all the files in /etc/rc0.d

by calling the /etc/rc0 procedure. The shutdown command does the following
things, among others:
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* (loses all open files and stops all user processes
* Stops all daemons and services
*  Writes all system buffers out to the disk

e Unmounts all file systems except root

The entries for single-user processing in the sample /etc/inittab are:

sl:1:wait:/etc/shutdown -y -iS -g0 >/dev/console 2>&1 </dev/
consol e

There are three recommended ways to start the shutdown to single-user
mode:

1. You can enter the shutdown -il command (recommended). The option -g
specifies a grace period between the first warning message and the final
message.

2. You can enter the single command, which runs a shell script that
switches to single-user mode and turns the getty processes off.

3. You can enter the init 1 command, which forces the init process to scan
the table. The first entry it finds is the s1 entry, and init starts the
shutdown processing according to that entry.

Now the system is in the single-user environment, and you can perform the
appropriate administrative tasks.

letc/inittab and Power Off

The following entries in /etc/inittab power off the system:

s0:06s:wait:/etc/rcO >/ dev/consol e 2>&1 </dev/consol e
of :0:wait:/etc/uadmn 2 0 >/ dev/consol e 2>&1 </dev/consol e

Always attempt to shut the system down gracefully. You can either enter the
powerdown command, the init 0 command, or directly invoke the /etc/
shutdown -i0 command.

In either case, the /etc/shutdown and /etc/rc0 procedures are called to clean up
and stop all user processes, daemons, and other services and to unmount the
file systems. Finally, the /sbin/uadmin command is called, which indicates
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that the last step (physically removing power from the system) is under
firmware control.

Encapsulated PostScript File v.3.0 vs. PostScript File Format

In the course of maintaining your system, you are likely to receive files in
various versions of the PostScript format. Following are some of the main
differences between the Encapsulated PostScript® File (EPSF) version 3.0
format and PostScript file format:

EPSF is used to describe the appearance of a single page, while the
PostScript format is used to describe the appearance of one or more

pages.
EPSF requires the following two DSC (document structuring
conventions) Header comments:

% PS- Adobe- 3.0 EPSF-3.0 %@oundi ngBox: IIx Ily urx ury

If a PS 3.0 file conforms to the document structuring conventions, it
should start with the comment:

9% PS- Adobe- 3.0

A PS file does not have to contain any DSC comment statements if it
does not conform to the DS conventions.

Some PostScript language operators, such as copypage, erasepage, or
exitserver must not be used in an EPS file.

Certain rules must be followed when some other PostScript operators,
such as nulldevice, setscreen, or undefinefont are used in an EPS file.

All PostScript operators can be used in a PS file.

An EPS file can be (and usually is) inserted into a PS file, but a PS file
must not be inserted into an EPS file if that will violate the rules for
creating valid EPS files.
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* An EPS file may contain a device-specific screen preview for the image
it describes. A PS file usually contains screen previews only when EPS
files are included in that PS file.

e The recommended file name extension for EPS files is .EPS or .eps,
while the recommended file name extension for PS files is .PS or .ps.

The EPSF format was designed for importing the PostScript description of a
single page or part of a page, such as a figure, into a document, without
affecting the rest of the description of that document. EPS code should be
encapsulated, i.e., it should not interfere with the PS code that may surround
it, and it should not depend on that code.

The EPSF format is usually used for the output from a program that was
designed for the preparation of illustrations or figures, (such as the Adobe
Ilustrator) and as input into desktop publishing programs (such as the
Frame Technology’s FrameMaker). Most desktop publishing programs can
produce the description of a document in the PostScript format that may
include the imported EPS code.

For more information about these formats, see the book PostScript Language
Reference Manual, Second Edition, Addison-Wesley Publishing Company,
Inc., Reading, MA, 1990. You can get several documents on the EPS and PS
formats from the Adobe Systems PostScript file server by entering the
following at a UNIX prompt, and then following the instructions you get
from the file server:

mail ps-file-server@adobe.com
Subject: help
Ctrl-D

You can get a description of the EPSF format in the PS format by sending the
following message to that file server:

send Docunent s EPSF2. 0. ps
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User Services Chapter 3 provides information on the
services an administrator provides to the

user community. This chapter covers the
following general topics:

* Adding and deleting users
*  Adding and deleting user groups

*  Establishing system policies that
affect users.

*  Helping users configure the system
for their needs

o Communicating with users.
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User Services

This chapter describes how to provide a variety of services to the users of
your IRIX system. These services include:

Establishing and maintaining system and site policies. See “System and
Site Policies” on page 76.

Administering user accounts: creating and removing accounts, creating
and removing groups of users, and maintaining the /etc/passwd and /etc/
group files. See “Login Administration” on page 82.

Helping users configure their login environments. See “The User’s
Environment” on page 97.

Establishing and maintaining communications tools such as the
“message of the day” and news. See “Communicating with Users” on
page 107. Setting up electronic mail and setting up networks are
described in Chapter 20, “IRIX sendmail,” and Chapter 17, “Setting Up
a Network.”

Developing an organized plan for responding to user problems. See
“Anticipating User Requests” on page 111.

Creating reference pages to help users understand and use your custom
developed applications and utilities. See “Creating Reference Pages” on
page 112.
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Before you can administer a system or site efficiently, you must make sure
that there are consistent policies regarding system resources and that they
are enforced. Everyone who uses the computers at the site should be aware
of these policies.

Site policies should cover such topics as:

e disk use

® accounts and passwords

® root access

® privacy

e malicious activities

You may need other policies, depending upon the specific requirements of

your site. For a more complete discussion of system security, see Chapter 12,
“System Security.”

Also see Chapter 2, “Operating the System,” for a discussion of what
policies you, as site administrator, should follow when you administer
systems.

Disk Use and Quotas

For a variety of reasons, users often accumulate files without realizing how
much disk space they are using. This is not so much a problem for
workstation users, but it is a real problem for servers, where multiple users
must share system resources. IRIX provides a number of utilities to help you
manage disk usage.

This section provides you with some background information and tips on
the tools and options available to you. For specifics on setting and
maintaining disk quotas, see “Imposing Disk Quotas” on page 296.
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The du(1) Command

The du(1) command shows specific disk usage by file or directory anywhere
on the system. The size of the files and directories can be shown in 512-byte
blocks, or in 1K blocks if you use the -k flag. For more complete information,
consult the du(1) reference page.

The df(1) Command

The df(1) command shows the free space remaining on each file system on
your workstation. Free space is shown for all file systems, whether they are
local or NFS-mounted. The amount of free space is displayed in 512-byte
blocks, or in 1K blocks if you use the -k option. For more complete
information, consult the df(1) reference page.

The quot(1M) Command

The quot(1M) command displays the number of kilobytes of disk usage for
each user in a specified file system. You can use the output of this command
to mail your users, notifying them of their disk usage. For complete
information, see the quot(1M) reference page.

The diskusg(1) Command

Part of the system accounting package is the diskusg(1) command. Like quot,
this utility reports the disk usage of each user on your system. The difference
is that diskusg is typically used as part of the system accounting package with
dodisk rather than as a standalone command. For complete information on
using diskusg(1), see the diskusg reference page.

File Compression and Archiving

One way to minimize disk usage is to encourage your users to archive or
compress their files. Compression works best for files that are rarely used but
that should not be discarded. Users can achieve some disk savings by using
the compress(1) utility. Compressing a file allows you to leave it on the
system, but can reduce the size of the file by as much as 50%. Compressed
files have the suffix .Z and should not be renamed. Compression and
archiving can be used together for maximum disk space savings.
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If the files in question are used infrequently, consider archiving them to tape,
floppy, or some other archive media. This maintains protection if you need
the files later, but regaining them is slightly more difficult than if they were
compressed.

The quotas(4) Subsystem

The quotas(4) subsystem exists to allow you to deal with severe disk usage
problems. Using this subsystem, you can place a maximum disk usage quota
on each user on your system. For complete information about this
subsystem, see the quotas(4) reference page.

In general, it is your job as the site administrator to set disk use policies,
establishing and enforcing quotas if necessary. You should publish clear
guidelines for disk use, and notify users who regularly exceed their quotas.
It is also a good idea to impose quotas on the use of temporary directories,
such as /tmp and on all anonymous “guest” accounts, such as guest and uucp.
If your root file system reaches 100% capacity, your system may shut down
and inconvenience your users.

You should be as flexible as possible with disk quotas. Often, legitimate
work forces users to temporarily exceed disk quotas. This is not a problem
as long as it is not chronic.

Do not, under any circumstances, remove user files arbitrarily and without
proper warning.

A typical scenario is when all the users on the system know they should try
to limit disk use in their home accounts to about 20 MB (about 40,000 512-
byte blocks). User norton consistently uses more than twice this limit. These
are the steps you take to alleviate the problem:

1. Try to meet with the user and find out why he or she is using this much
disk space. There may be legitimate reasons that require you to
reconsider the disk use policy and perhaps increase the amount of
available disk space.

2. If the user is merely saving an inordinate number of outdated files,
suggest that he or she back up the files onto tape and remove them
from the system. For example, many users save electronic mail
messages in enormous mailboxes for long after the messages are useful.
Saving the files to tape keeps them handy, while saving disk space.
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3. If you cannot meet with the person, or cannot discuss the matter with
them, try sending them electronic mail.

If you use a script that automatically checks disk use (with diskusg) and
sends mail to users who exceed their quotas, note that people get used
to these messages after some time and start to ignore them. Send the
particular user a personal message, stating that you need to discuss the
situation with him or her.

4. Sometimes a user is not aware that data is available elsewhere on the
system, or on other accessible workstations at the site. A user may have
personal copies of site-specific tools and data files. Work with the user
to reduce this kind of redundancy.

5. Make sure the user is still active on the system. Sometimes people leave
an organization, and the site administrators are not immediately
informed.

Also, the user may not need the account on a particular workstation
any longer and may not have cleaned up the files in that account. To see
if this is the case, check the last time the user logged in to the system
with the finger(1) command:

finger norton

Among other information, finger displays the date and time the user
last logged in to the system. This information is read from /etc/wtmp, if
it exists.

6. If in an extreme case you must remove a user’s files, back them up to
tape before removing them. Do not take this step lightly. Removing
user files unnecessarily can disrupt work and engender ill-will from
your coworkers. Make sure you give the user plenty of advance notice
that you are going to copy the files to tape and remove them from the
system.

As an added precaution, you may wish to make two copies of the tape
and send one copy to the user whose files you remove. Make sure you
verify that the tapes are readable before you remove the files from the

system.

Managing Disk Space with NFS

If your system is running the optional Network File System (NFS) software,
you can use this product to reduce disk consumption on your workstations
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by exporting commonly used directories. When a system exports a directory,
it makes that directory available to all systems running the NFS software.
For example, if you have 10 workstations on your network and each
workstation is storing 5 MB of online reference pages and release notes, you
can eliminate 45 MB of wasted disk space by designating one workstation to
be the reference page server and exporting the /usr/man and /usr/catman
directories. All other workstations can remove those files and mount them
remotely from the server. Since NFS mounts take up no disk space on the
client workstation, that disk space is available for other uses.

Another option is to mount free disk space from another system. This option
works best when there is an uneven load across several systems. For
example, if one workstation is using only 25% of its available space and
other workstations are above 90%, it may be useful to mount a file system to
even out the load.

Used wisely, your network can save a tremendous amount of disk space

through this strategy. Be aware, though, that the drawback to this strategy is
that if your server must be rebooted or serviced, no one will be able to access
the files and programs that are mounted from that server while it is off-line.

Managing Disk Space with Disk Partitions

An extreme method of enforcing disk use quotas is to create a disk partition
and file system for each user account and to mount the file system on an
empty directory as the user’s home directory. Then, when users run out of
disk space, they will not be able to create or enlarge any files. They will,
however, still be able to write their files to /tmp, /usr/tmp.O, and /var/tmp,
unless those directories are also full. When users attempt to write or create a
file that takes them over their limit, they receive an error message indicating
that no disk space is left on the device.

This method of disk control is not generally recommended. It requires a
great deal of preparation and maintenance on the part of the Administrator,
and is not easily modified once in place. Additionally, fragmenting your disk
into many small partitions reduces the total amount of available disk space
and produces a performance overhead on your system. In this case, the disk
controller must write a user’s files within only one small partition, instead
of in the next convenient place on the disk.
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You should consider this method of disk space control only if your system is
so overloaded and your users so obstinate that all other measures have
failed. If your /usr partition is chronically 100% full, the system is halting
operations daily due to lack of disk space, and there is no way to increase
your disk space, then you may want to consider this method.

Accounts and Passwords

To make your site as secure as possible, each user should have an account,
with a unique user ID number, and each account should have a password.
Users should never give out their passwords to anyone else under any
circumstances. For more information on passwords and system security, see
“Logins and Passwords” on page 431.

Root Access

For best security on a multiuser server, access to the root account should be
restricted. On workstations, whoever is the primary user of the workstation
can certainly use the oot account, though people should not have access to
the root account on each other’s workstations.

Make it a policy to give root passwords to as few people as is practical. Some
sites maintain locked file cabinets of root passwords so that the passwords
are not widely distributed, but are available in an emergency.

Privacy

On a multiuser system, users may have access to personal files that belong
to others. Such access can be controlled by setting file permissions with the
chmod(1) command. Default permissions are controlled by the umask shell
parameter. (See “umask” on page 105 for information on setting umask.)

However, to make it easier to exchange data, many users do not set their
umasks, and they forget to change the access permissions of personal files.
Make sure users are aware of file permissions and of your policy on

examining other users’ personal files.

You can make this policy as lenient or stringent as you deem necessary.
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Malicious Activities

You should set a policy regarding malicious activities. These include:
e deliberately crashing the system

® breaking into other accounts; for example, using password-guessing
and password-stealing programs

e forging electronic mail from other users

e creating and unleashing malicious programs, such as worm and virus
processes

Make sure that all users at the site are aware that these sorts of activities are
potentially very harmful to the community of users on the system. Penalties
for malicious behavior should be severe and the enforcement should be
consistent.

The most important thing you can do to prevent malicious damage to the
system is to restrict access to the root password.

Creating and deleting user accounts are two of the most common system
administration tasks you will perform. You should read and understand this
section before you undertake to manipulate user accounts. The graphical
System Manager tool (available on graphics workstations only) is the most
convenient tool for these tasks. The System Manager is described in the
Personal System Administration Guide.

User IDs

Each user account has a user ID number. These numbers are unique on each
workstation and should be unique throughout your entire site. A user ID for
an account is kept in the third field of the /etc/passwd file.

After you close a user account, do not reuse that account’s user ID number.
It is possible that files somewhere on a system could still be owned by the ID
number, or files may be placed on the system from an old backup tape. These
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sorts of file would be compromised by associating a new user with an old ID
number. In general, the rule is that the ID number is the permanent property
of the user to whom it is assigned. For more information on user ID
numbers, see the passwd(4) reference page.

Group IDs

Each user account belongs to a group of users on the system. Users with
similar interests or jobs can belong to the same group. For example,
members of the publications department might belong to group pub. The
benefit to this arrangement is that it allows groups of related users to share
files and resources without sharing those files or resources with the entire
system community.

Each group has a group ID number. These numbers are unique on each
system and should be unique throughout the entire site. Like user IDs, you
should not reuse group IDs.

When you create a file, it is assigned your group ID. You can change the
group ID of a file with the chgrp(1) command. By manipulating the
permissions field of the file, the owner (or someone with the effective user-
ID of the owner) can grant read, write, or execute privileges to other group
members.

Information about groups is kept in the /etc/group file. A sample entry from
this file is shown and explained below:

raccoons: : 101: norton, ral ph

Each entry is one line; each line has the following fields:

group name  The group name can be any length, though some
commands will truncate the name to 8 characters. The first
character must be alphabetic.

password The password field may contain an encrypted password.
An empty field, as in the above example, indicates that no
password is required. The passwd(1M) command cannot be
used to create or modify a group password. To place a
password on a group, you must use the passwd command to
encrypt a password. (Use a test user account created
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group ID

login names

specifically for this purpose and then delete the test
account.) Then, copy that encrypted password verbatim
from the /etc/passwd file into the /etc/group entry you wish to
protect with the password. Users specifically listed as group
members in the /etc/group file entry will not be required to
give the password, but other users will be so required when
they attempt to change groups to the protected group with
the newgrp(1) command. Password protection, though, is
rarely used on user groups.

The group ID is a number from 0 to 60,000. The number
must not include a comma. Numbers below 100 are
reserved for system accounts.

The login names of group members are in a comma-
separated list.

For complete information on user groups, see the group(4) reference page.

Adding Users Using Shell Commands

Occasionally, you may have to add a user account manually; in other words,
without using the automated tools such as the System Manager. This
method is the default for server administrators, but all administrators
should understand the process in case a problem develops with some part of
the automated tools or if you wish to design your own scripts and programs
for administering user accounts at your site. Be sure to check your work with
the pwck(1M) command.

Follow these steps to add a user manually:

1. Log in as root.

2. Edit the file /etc/passwd with your preferred text editor.

The file /etc/passwd has one line for each account on the system. Each
line contains seven fields, and each field is separated by a colon. The
lines look similar to this:

ral ph: +: 103: 101: Ral ph Cranden: / usr/ peopl e/ ral ph:/bin/csh

3. Copy one of the lines (for example, the last line in the file) and add it to
the end of the file.
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10.

11.

Change the first field (ralph in this example) to the name of the new
account; for example, alice.

Remove any characters between the first colon after the account name
and the second colon. Deleting these characters removes the password
from an account. Either you or the new user can add a password later.

The next field (in this case “103”) is the user ID of the new account.
Change it to a number 1 greater than the current highest user ID on
your system. You should not use user ID numbers between 0 and 100,
as these are reserved for system use.

The next field (in this case “101”) is the group ID number of the new
account. Check the file /etc/group and pick a suitable group ID for the
new user account. The /etc/group file lists all the groups on the system
by group ID, followed by a list of the current users who belong to that
group.

Change the next field (in this case Ralph Cramden) to the name of the
new user, in this case Alice Cramden. If you wish, you can add an
“office” and “phone number” to this field. After the user’s name, add a
comma, then the office location, another comma, and the phone
number. For example:

:Alice Cranden, Brooklyn, (212) 555-1212:

Actually, you can put any information you wish in these fields. The
fields are interpreted by the finger(1) program as “user name, office,
phone number.”

The next field (in this case /usr/people/ralph) is the location of the user’s
home directory. Change this field to reflect the name of the new user’s
account. In this example, you would change /usr/people/ralph to /usr/
people/alice.

The last field (in this example /bin/csh) is the user’s login shell. For most
users, the C shell (/bin/csh), Korn Shell (/bin/ksh), or Bourne shell (/bin/
sh) is appropriate. You should leave this field unchanged, unless you
wish to use a different or special shell. Special shells are discussed in
“Special Login Shells” on page 106. Once you have selected a shell, you
are finished editing /etc/passwd.

Write the changes you made and exit the file.

85



Chapter 3: User Services

86

12.

13.

14.

The next step, which is optional, is to add the new user to the file /etc/
group. A user can be a member of a group without being listed in the /
etc/group file.

If you want to maintain a list of the groups to which users belong, edit
the file /etc/group. You should see some lines similar to this:

sys::0:root, bin, sys, adm
root::0:root
daenon: : 1:root, daenopn
bi n:: 2:root, bi n, daenon
adm : 3: root, adm daenon
mail::4:root
uucp: : 5: uucp
rje::8:rje, shqer

I p:*:9:
nuucp: : 10: nuucp

bow i ng: *: 101: ral ph

ot her: *:102:

Place the name of the new account (in this example alice) after any of
the groups. Separate the account name from any other account names
with a comma, but not with blank spaces. For example:

bow i ng: *: 101: ral ph, alice

Adding account names to the /etc/group file is optional, but it is a good
way to keep track of who belongs to the various system groups.

Also, you can assign an account to more than one group by placing the
account name after the names of the various groups in /etc/group. The
user can change group affiliations with the newgrp(1) and multgrps(1)
commands.

When you finish editing /etc/group, write your changes and exit the file.

The next step is to create the new user’s home directory and copy shell
startup files over to that directory.

Use the mkdir(1) command to create the user’s home directory. For
example, to create a home directory for the user “alice”:

nkdi r /usr/peoplel/alice
Make the directory owned by user alice, who is in group bowling:
chown alice /usr/people/alice

chgrp bow ing /usr/peoplel/alice
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15.

16.

17.

Make sure the new home directory has the appropriate access
permissions for your site. For a site with relaxed security:

chnod 755 /usr/peoplel/alice

For more information on the chown(1), chgrp(1), and chmod(1)
commands, see the respective reference pages.

Copy the shell startup files to the new user’s home directory.

If the new account uses the C shell:

cp /etc/stdcshrc /usr/people/alicel/.cshrc

cp /etc/stdlogin /usr/people/alice/.login

If the new account uses the Korn or Bourne shell:

cp /etc/stdprofile /usr/people/alicel.profile

You can make these shell startup files owned by the user, or leave them
owned by root. Neither approach affects how the user logs in to the
system, although if the files are owned by root, the user is less likely to
alter them accidentally and be unable to log in.

To give a user complete access to his or her shell startup files, use the
chmod command. For C shell:

chnod 755 /usr/peopl e/alicel/.cshrc /usr/peoplel/alicel
.login

For Korn or Bourne shell:
chnod 755 /usr/peoplel/alicel/.profile

Remember to check for any other user files that may be owned by root
in the user’s directory, and change those, too.

Issue the pwck(1M) command to check your work. This command
performs a simple check of the /etc/passwd file and makes sure that no
user ID numbers have been reused and that all fields have reasonable
entries. If your work has been done correctly, you should see output
similar to the following:

sysadm *: 0: 0: System V Admi ni stration:/usr/adm n:/bin/sh
Login directory not found

auditor::11:0: Audit Activity Owner:/auditor:/bin/sh
Login directory not found

dbadmi n:: 12: 0: Security Database Oaner:/dbadmni n:/bin/sh
Login directory not found

tour::995:997: | RIS Space Tour:/usr/ people/tour:/bin/csh
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Login directory not found
4Dgi fts::999:998: 4Dgi fts Acct:/usr/ peopl e/ 4Dgi fts:/bin/csh
First char in | ogname not | ower case al pha
1 Bad character(s) in | ognane
Login directory not found
nobody: *:-2:-2::/dev/null:/dev/null
Invalid UD
Invalid G D

These messages are normal and expected from pwck. All errors
generated by pwck are described in detail in the pwck(1M) reference

page.

Adding a Group Using Shell Commands

Follow these steps to add a group to the system manually:

1.
2.

Log in as root.

Edit the file /etc/group. The file contains a list of groups on the system,
one group per line. Each line contains the name of the group, an
optional password, the group ID number, and the user accounts who
belong to that group.

For example, to create a group called raccoons, with a group ID of 103,
place this line at the end of the file:

raccoons: *: 103:

If there are users who should belong to the group, add their names in
the last field. Each name should be separated by a comma, for example:

raccoons: *: 103: ral ph, nort on

Write and exit the file. Make sure the group IDs in the file /etc/passwd
file match those in the /etc/group file.

For more information on user groups, see the group(4) reference page.
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Changing a User’s Group

To change a user’s group affiliation, perform these steps:
1. Login as root.

2. Edit the file /etc/group. Place the user’s account name on the line
corresponding to the desired group. If the account name appears as a
member of another group, remove that reference unless you want the
account to be a member of both groups.

Write and exit the file /etc/group.
Edit the file /etc/passwd.

Find the user’s entry in the file.

SRS L

Change the old group ID on that line to the new group ID. The group
ID is the fourth field (after the account name, password, and user ID).

7. Write and exit the file.

The user’s group affiliation is now changed. Remind the user to change the
group ownership on his or her files. If you prefer, you can perform this task
yourself as root using the find(1) and chgrp(1) commands. See “Using find to
Locate Files” on page 25 for more information.

Deleting a User from the System

This procedure deletes the user’s home directory and all the files in and
below that directory. If you only wish to close or disable a user account but
preserve the user’s files and other information, see “Closing a User
Account” on page 90.

To delete a user’s account completely, follow these steps:

1. Login as root.

2. If you think you might need a copy of the user’s files later on, make a
backup copy of the directory (for example, on cartridge tape using
tar(1) or cpio(1)).
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3.

Edit the /etc/passwd file and replace the encrypted password (or “+”
sign if you are using shadow passwords) with the following string:

* ACCOUNT CLOSED*

It is imperative that the asterisks shown in this example be used as
shown. An asterisk in the encrypted password field disallows all logins
on that account. Alternately, you can lock an account by using fewer
than thirteen characters in the password field, but it is better to use the
asterisks and an identifiable lock message.

Use find(1) to locate all files on the system that are owned by the user
and remove them or change their ownership. Information on the use of
find(1) is provided in “Using find to Locate Files” on page 25 and in the
find(1) reference page.

Deleting a Group from the System

Deleting a group from the system is done in the following steps:

1.
2.

Edit the /etc/group file and remove the group entry.

Edit the /etc/passwd file and remove the group from the user entries
wherever it exists.

Use find(1) to find all files and directories with the group affiliation and
change it to a surviving group with the chgrp(1) command.

Closing a User Account

If you wish, you can close a user’s account so that nobody can log in to it or
su to that user’s ID number.

If you expect that the user will again require access to the system in the near
future, close an account in the manner described below rather than
removing it from the system completely (as described in “Deleting a User
from the System” on page 89).

To close an account, follow these steps:

1.
2.

Log in as root.

Edit the file /etc/passwd. Find the user’s account entry.
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3. Make the entry a comment by placing a number sign at the beginning
of the line. For example:

# ral ph: +: 103: 101: Ral ph Cranden: / usr/ peopl e/ ral ph:/bin/csh

4. As an added measure of security, you can replace the encrypted
password (the second field in the entry) with a string that cannot be
interpreted as a valid password. For example:

# ral ph: *:103: 101: Ral ph Cranden:/usr/ peopl e/ ral ph:/bi n/ csh

This has the added benefit of reminding you that you deliberately
closed the account.

5. If necessary, you can also close off the user’s home directory with the
following commands:
chown root /usr/people/ral ph
chgrp bin /usr/peoplel/ral ph
chnod 700 /usr/ peopl e/ ral ph

The user’s account is now locked, and only root has access to the user’s home
account.

cranden: x: 103: 101: Ral ph Cranden: / usr/ peopl e/ cranden: / bi n/ csh

Temporarily Changing Groups

Normally you are a member of only one group at a time. However, you can
change groups using the newgrp(l) command. Changing groups is
sometimes useful for performing administrative tasks.

The superuser can belong to any group listed in the /etc/groups file. Other
users must be listed as members of a group in order to temporarily change
groups with newgrp.

You can belong to multiple groups simultaneously by invoking the
multgrps(1) command. In this case, files you create have their group IDs set
to the group you were in before you issued the multgrps command. You have
group access permissions to any file whose group ID matches any of the
groups you are in.
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You can only change groups to a group you are affiliated with in the /etc/
groups file. To determine which groups you belong to, use the id(1)
command.

Changing User Information

This section covers the following procedures:

e “Changing a User’s Login Name” on page 92

e “Changing a User’s Password” on page 93

e “Changing a User’s Login ID Number” on page 94

¢ “Changing a User’s Default Group” on page 95

* “Changing a User’s Comments Field” on page 95

e “Changing a User’s Default Home Directory” on page 96

e “Changing a User’s Default Shell” on page 97

This section tells you how to change the values for an individual user’s login
information. You cannot use these commands for a login you installed as an
NIS-type entry. If the login account is an NIS type, you must change the
master /etc/passwd file on the network server. See the chapter “The Network

Information Service (NIS)” in the NFS User’s Guide for more information
about NIS.

Changing a User’s Login Name

To change a user’s login name, perform the following steps:

1. Edit the /etc/passwd file and change the entry for the user’s login to
reflect the new login name. For example, to change the login name
cramden to ralph, find the line:

cranden: x: 103: 101: Ral ph Cranden: / usr/ peopl e/ cranden: / bi n/
csh

Change the name field and the default directory field as follows:
ral ph: x: 103: 101: Ral ph Cranden: / usr/ peopl e/ ral ph: /bi n/ csh
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For consistency’s sake, the home directory should always have the
same name as the user account. If your system has shadow passwords
enabled, you will see the character “x” in place of the encoded
password in the user’s entry. For more information on shadow

passwords, see “Creating a Shadow Password File” on page 439.

When you save and exit the file, you may see an error message that the
file is “read-only” or that write permission is denied. This is a
protection that IRIX puts on the /etc/passwd file. Use the command:

W

in the vi(1) editor to override this protection. If you are using jot(1), the
file can be saved with no difficulty. For complete information on the
commands available in vi(1), see the vi(1) reference page.

If your system has shadow passwords enabled, edit the /etc/shadow file
next. Look for the line that begins with the user name you wish to
change. In this example, the line would look like this:

cranden: Xm GDVKQYet 5¢c:::::::
Change the name in the entry to “ralph” as follows:
ral ph: Xml GDVKQYet 5c¢:::::::

When you have made the change, save and exit the file. As with /etc/
passwd, if you are using vi(1), you may encounter an error message.

Go to the directory that contains the user’s home directory and change
the name of the home directory to match the user’s new login name.
Use the command:

mv cranden ral ph

Since IRIX identifies the files owned by the user “cramden” by the user
ID number, rather than by the login name, there should be no need to
change the ownership.

Changing a User’s Password

Occasionally, a user forgets his or her password. To solve the problem, you
must assign that user a temporary password, then have the user change the
temporary password to something else. This is because there is no easy way
to guess a forgotten password.
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To assign a new password, perform these steps:

1.
2.

Log in as root.

Use the passwd command to change the password for the user’s
account.

For example, if the user ralph forgets his password, enter:
passwd ral ph

Follow the screen prompts: (The password entered is not
echoed.)

New password: 2t henpon

Re- ent er new password: 2t henoon

Because you are logged in as the superuser (root), you are not prompted
for an old password.

The user’s password is now changed to “2themoon.” The user should
immediately change the password to something else.

Changing a User’s Login ID Number

It is not recommended to change user login ID numbers. These numbers are
crucial in maintaining ownership information and responsibility for files
and processes. However, if for some reason you must change a user’s login
ID number, perform the following steps:

1.

Make a complete backup tape of the user’s home directory and any
working directories he or she may have on the system.

Lock the user’s account by placing a number sign (#) at the beginning
of the line, and an asterisk (*) in the password field of the /etc/passwd
file. Do not delete the entry, as you will want to keep it as a record that
the old user ID number was used and should not be reused. When you
are finished, the entry should look like this:

# ral ph: *:103: 101: Ral ph Cranden: / usr/ peopl e/ ral ph:/bin/csh

Completely remove the user’s home directory, all subdirectories, and
any working directories the user may have.

Use the following command from your system’s root directory to find
any other files the user may own on the system and display the
filenames on the console:
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find . -user name -print
Archive and remove any files that are found.

5. Create a new user account using the instructions provided in this
chapter. It may have the same name as the old account, but it is better to
change names at the same time, to avoid confusion. Use the new user
ID number.

6. Restore the home directory, working directories, and any other files you
located from the backup you made. If necessary, use the chown(1) and
chgrp(1) commands to set the new user ID correctly.

Changing a User’s Default Group

A user can be a member of many different groups on your system, but only
one group is the default group. This is the group that the user begins with at
login time. To change the default group at login time, simply edit the /etc/
passwd file and find the appropriate line. For example:

cramden: +: 103: 101: Ral ph Cranden: /usr/ peopl e/ cranden: / bi n/ csh

To change the default group from 101 to 105, simply change the field in the
passwd file entry as follows:

cranden: +: 103: 105: Ral ph Cranden: / usr/ peopl e/ cranden: / bi n/ csh

Be certain before you make any change, however, that group 105 is a valid
group in your /etc/groups file and that the user is a member of the group. For
more information on creating groups, see “Adding a Group Using Shell
Commands” on page 88.

Changing a User’s Comments Field

There is a field in each entry in /etc/passwd for comments about the user
account. This field typically contains the user’s name and possibly his or her
telephone number or desk location. To change this information, simply edit
the /etc/passwd file and change the information. Note only that you cannot
use colon (:) within the comments, since IRIX will interpret these as ending
the comments field. For example, consider this entry:

cranden: x: 103: 101: Ral ph Crundi n: / usr/ peopl e/ cranden: / bi n/ csh
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It would not be long before Ralph came to the administrator and requested
to have the misspelling of his name corrected. In this case, you would change
the line to read:

cranden: x: 103: 101: Ral ph Cranden: /usr/ peopl e/ cranden: / bi n/ csh

Changing a User’s Default Home Directory

The next field in an /efc/passwd entry specifies the user’s home directory. This
is the directory that the user is placed in at login time, and the directory that
is entered in the shell variable SHOME. For complete information on shell
variables, see the reference pages for the shell you are using (typically csh(1),
sh(1), or ksh(1)). Home directories are typically placed in /usr/people, but there
is no reason why you cannot select another directory. Some administrators
select a different directory to preserve file system space on the /usr file
system, or simply because the users have a strong preference for another
directory name. In any case, the procedure for changing the home directory
of a user is quite simple. Follow these steps:

1. Log in as root.

2. Edit the /etc/passwd file and look for the user entry you wish to change.
For example:

cranden: x: 103: 101: Ral ph Cranden: / usr/ peopl e/ cranden: / bi n/
csh

In this example, the home directory is /usr/people/cramden. If you wish to
change the home directory to a recently added file system called disk2,
change the entry to read:

cramden: x: 103: 101: Ral ph Cranden:/ di sk2/ cranden: / bi n/ csh
When you have made your changes, write and exit the file.

3. Create the directory in the new file system and move all of the files and
subdirectories to their new locations. When this is done, remove the old
home directory and the process is finished.

4. Be sure that you notify your users well in advance if you plan to change
their home directories. Most users have personal aliases and programs
that may depend on the location of their home directory. As with all
major changes to your system’s layout, changing home directories
should not be done for trivial reasons, as it can cause serious
inconvenience to your users.
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Changing a User’s Default Shell

To change the default shell, follow these steps:

1.
2.

Log in as root.

Edit the /etc/passwd file and change the field that names the user’s
default shell. For example, in the passwd entry:

ral ph: x: 103: 101: Ral ph Cranden: / usr/ peopl e/ ral ph:/bin/csh

The default shell is /bin/csh. To change the user’s default shell, change
the field in the passwd entry to the desired program. For example, to
change Ralph’s shell to /bin/sh, edit the line to look like this:

ral ph: x: 103: 101: Ral ph Cranden: / usr/ bi n/ral ph:/bin/sh

Save and exit the /etc/passwd file. When the user next logs in, the new
default shell will be used.

Note that you can use any executable program as the default shell. IRIX
simply executes the given program when a user logs in. Note also that
using a program other than a command shell such as csh or sh can cause
problems for the user. When the program identified as the default shell
in the passwd file exits, the user is logged out. Therefore, if you use /bin/
mail as the default shell, when the user exits mail, he or she will be
logged out and will not be able to perform any other work.

A user’s environment is determined by certain shell startup files. For C shell
users, these are the files /etc/cshrc and, in their home directories, .cshrc and
ogin. For Korn Shell users, these are the /etc/profile file and the .profile file in
their home directories. For Bourne shell users, these are the files /etc/profile
and, in their home directories, .profile.

Shell startup files configure a user’s login environment and control aspects
of sub-shells created during a login session.
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Available Login Shells

The following login shells are provided with IRIX:

/bin/csh

/bin/ksh

/bin/sh

/bin/rsh

This shell provides a history mechanism (that is, it
remembers commands you enter); job control (you can stop
processes, place them in background, and return them to
foreground); and the ability to use wildcard characters to
specify file names. Users can construct sophisticated
commands and scripts using a C programming language-
like syntax. For a complete description of this shell, see the
csh(1) reference page.

This shell is an expansion of the best features of the Bourne
shell and the C shell, and allows for command line editing,
job control, programming from the shell prompt in the shell
language, and other features. For a complete description of
this shell, see the ksh(1) reference page.

This is a simpler shell than csh and is also called the Bourne
shell after its principle designer. Bourne shell does not
contain any kind of history mechanism and uses a
somewhat different syntax than csh. It does make use of
wildcard characters and is smaller and faster to invoke than
csh. For a complete description of this shell, see the sh(1)
reference page.

This is a restricted shell, which limits the commands a user
can type. The rsh command syntax is identical to sh, except
that users cannot perform the following:

e change directories

e use the Is(1) command

¢ set the shell search path ($PATH)

e specify path or command names containing /

e redirect output (> and >>)

The restrictions against /bin/rsh are enforced after profile has been executed.
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For complete information about these shells, see the ksh(1), csh(1), and sh(1)
reference pages. The rsh restricted shell is described on the sh(1) reference

page.

Note: Two shells called rsh are shipped with IRIX. /bin/rsh is the restricted
shell. The other shell, in /usr/bsd/rsh, is the Berkeley remote shell. Be careful
not to confuse the two.

The various startup files that configure these shells are described in the next
sections.

C Shell Files

When a C shell user logs in to the system, three startup files are executed in
the following order:

1. The /etc/cshrc file.

This is an ASCII text file that contains commands and shell procedures,
and sets environment variables that are appropriate for all users on the
system. This file is executed by the login process.

A sample /etc/cshrc is shown below:

# default settings for all users
# | oaded <<before>> $HOVE/ . cshrc
umask 022

if ($?pronpt) cat /etc/notd

set mail =$MAI L

if ( {/binfmail -e } ) then
echo ' You have nmail.’

endi f

In the example, several commands are executed:
* the message of the day is displayed if a prompt exists
* thelocation of the user’s mail file is set

* amessage informs the user if he or she has mail
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The individual user’s .cshrc.

This file is similar to /etc/cshrc, but is kept in the user’s home directory.
The .cshrc file can contain additional commands and variables that
further customize a user’s environment. For example, use this file to set
the shell prompt for the user. The .cshrc file is executed whenever a user
spawns a subshell. A sample .cshrc is shown below:

set pronpt = "Get back to work:
set filec
set history = 20

In this example, the user’s prompt is set, automatic filename
completion is turned on, and the length of the history of recently issued
commands is set to 20.

The .login file.

This is an executable command file that resides in the user’s home
directory. The .login also customizes the user’s environment, but is only
executed once, at login time. For this reason, you should use this file to
set environment variables and to run shell script programs that need be
done only once per login session. A sample .login is shown below:

eval ‘tset -s -Q@

umask 022

stty line 1 erase 'H kill "~AU intr '"C echoe

set env DI SPLAY wheel er: 0

setenv SHELL csh

setenv VI SUAL /usr/ bin/vi

setenv EDI TOR /usr/ bin/ emacs

setenv ROOT /

set path = (. ~/bin /usr/bsd /bin /usr/bin /usr/sbin\ /
usr/bin/ X11 /usr/denos /usr/local/bin)

In this example, the user’s terminal is further initialized with tset(1),
then the file creation mask is set to 022. Some useful key bindings are
set, using the command stty(1). The user’s default display is set to be on
the console screen of the machine called “wheeler.” Several important
environment variables are set for commonly used utilities and the file
system point of reference. Finally, the default path is expanded to
include the user’s own binary directory and other system directories.

For information on the shell programming commands used in these
examples, see the csh(1) reference page.
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Bourne and Korn Shell Files

When a Bourne or Korn shell user logs in to the system, two startup files are
executed in the following order:

1. The /etc/profile file.

This is an ASCII text file that contains commands and shell procedures
and sets environment variables that are appropriate for all users on the
system. This file is executed by the login process.

A sample /etc/profile is shown below:

# I gnore keyboard interrupts.

trap "" 2 3

# Set the unask so that newly created files and
directories will be readable

# by others, but witable only by the user.
umask 022

case "$0" in

*su )

# Speci al processing for

I

su -'" could go here.

*)
This is a first time |ogin.

HH -

# Allow the user to break the Message- Of - The-Day only.
trap "trap '’ 2" 2
cat -s /etc/notd

trap "" 2

# Check for mail.

if /binfmail -e

t hen

echo "you have mail"
fi

esac

trap 2 3

In the example, several commands are executed:
* keyboard interrupts are trapped

® the user’s umask is set to 022—full permission for the user, read and
execute permission for members of the user’s group and others on
the system
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¢ if the user is logging in for the first time, the message of the day (/
etc/motd) is displayed, and the user is notified if he or she has mail

The individual user’s .profile.

This file is similar to /etc/profile, but is kept in the user’s home directory.
The .profile file can contain additional commands and variables that
further customize a user’s environment. It is executed whenever a user
spawns a subshell.

A sample .profile is shown below:

# Set the interrupt character to <Ctrl-C> and do cl ean
backspaci ng.

stty intr '’ echoe

# Set the TERM environnent variable

eval ‘tset -s -Q@

# List files in colums if standard out is a termnal.
Is() { if [ -t ]; then /bin/ls -C $*; else /bin/ls $*; fi
}

PATH=: / bi n: /usr/ bi n: /usr/sbin:/usr/bsd: $HOVE bi n: .

EDI TOR=/ usr/ bi n/ vi

PS1="IRI X> "

export EDI TOR PATH PS1

In this example:
* the interrupt character is set to <Ctrl - C>
e the TERM environment variable is set with tset(1)

* afunction called Is is defined so that when the user enters Is to list
files in a directory, and the command is issued from a terminal or
window, the /s command is invoked with the -C option

e the environment variables PATH and EDITOR are set
® the user’s prompt (PS1) is set to IRIX>

For information on the shell programming commands used in these
examples, see the ksh(1) and sh(1)reference pages.
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Environment Variables

Every shell uses a series of variables that hold information about the shell
and about the login account from which it originated. These variables
provide information to other processes as well as to the shell itself.

Collectively, these environment variables make up what is called the shell’s
environment. The basic concepts of environment variables and an
environment are the same for all types of IRIX shells, although the exact
method of creating and manipulating the environment variables differs.

A basic set of environment variables includes where in the IRIX file system
to search for commands (PATH), the location of the home directory of the
user’s account (HOME), the present working directory (PWD), the name of
the terminfo description used to communicate with the user’s display screen
or terminal (TERM), and some other variables.

When a process (shell) begins, the exec(2) system call passes it an array of
strings, called the environment.

Since login is a process, the array of environment strings is made available to
it. To look at your current shell environment, use the printenv command. A
typical C shell environment might look something like this:

LOGNAME=t ri xi e

PWD=/ usr/ peopl e/ trixi e
HOVE=/ usr/ peopl e/ trixi e
PATH=. : /usr/ peopl e/ trixi e/ bin:/usr/bsd:/bin:/etc:/usr/sbin:
/usr/bin: /usr/local/bin:
SHELL=/ bi n/ csh

MAl L=/var/mail/trixie
TERMEI ri s- ansi

PAGER=nDTI e

TZ=EST5EDT

EDI TOR=enacs

DI SPLAY=nyhost: 0

VI SUAL=vi

For C shell users, these variables are set in either the /etc/cshrc, .cshrc, or .login

startup files. For Korn and Bourne shell users, these variables are set in either
the /etc/profile or .profile startup files.
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The default environment variables that are assigned for C shell users, if no
others are set in any of the startup files, are:

e HOME

e PATH

¢ LOGNAME
e SHELL

e MAIL

e TZ

e USER

e TERM

Other processes use this information. For example, user trixie’s terminal is
defined as an iris-ansi (TERM=iris-ansi). When the user invokes the default
visual editor vi(1), vi checks this environment variable, then looks up the
characteristics of an iris-ansi terminal.

New variables can be defined and the values of existing variables can be
changed at any time with the setenv command (C shell only). For example,
to change the PAGER variable under C shell, enter:

setenv PACER pg

This sets the value of the PAGER environment variable to the command
pg(1). The PAGER variable is used by mail(1).

Bourne and Korn shell users set environment variables like this:

$ PAGER=pg ; export PAGER

Environment variables can be set on the command line, or in either of the
shell startup files /etc/profile or $HOME/.profile.
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umask

A system default called umask controls the access permissions of any files or
directories that you create. The system default for IRIX, without umask set, is
022, which sets the following permissions respectively:

user Full access: read, write, and, if applicable, execute
permission. Directories can be executed; that is, you can
“change directories” into any of your own directories and
copy files from them.

group Anyone in the same group can read and, if applicable,
execute other group members’ files. Execute permission is
turned on for directories. Write permission is turned off.

other All other people on the system have the same access
permissions as group access.

The system default umask of 022 is the same as running chmod 644 on files
that you create and chmod 755 on directories and executable files that you
create. Setting your umask does not affect existing files and directories. To
change the default permission, use the umask shell command. Like chmod,
umask uses a three-digit argument to set file permissions. However, the
argument to umask works the opposite as the argument to chmod. The
argument to umask lowers the access permissions from a maximum of 666
(full access for files) and 777 (full access for directories).

The following command leaves permission unchanged for user, group, and
other when you create files and directories:

umask 000

This command reduces access for other users by 1 (it removes execute
permission):

umask 001

This command reduces access for group by 1 (no execute permission) and for
others by 2 (no write permission, but execute is allowed):

umask 012
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This command removes write and execute permission for group and
removes all permissions for others:

umask 037

For more information, see the umask(1) reference page.

Special Login Shells

You may want to assign an account a login shell other than one of the system
defaults. Reasons for doing this include:

* The need for special-use accounts that require restricted or very specific
access to the system

® auser requesting a special shell

You can specify any program as the login shell for an account. For example,
you can use a third-party application program as the login shell. Users with
this application as a shell log in to the system and are immediately placed in
the application. All interaction with the system is through the application,
and when the users quit from the application, they are automatically logged
out. To restrict access to the system, you can also use a custom shell that you
create.

Another example is the nuucp account, which uses /usr/lib/uucp/uucico as a
login shell.

Many users have favorite shells, for example the bash shell, that they might
want you to install. As with any other software, make sure it comes from a
reputable source. (bash shell is public domain software .) You may wish to
back up the system completely before installing the shell, then monitor the
system closely for a while to be sure there are no problems with the shell.

For security reasons, you should not blindly accept compiled binaries and
install them as login shells on the system (or anywhere else on the system,
for that matter). Start with the source code for the shell, make sure there are
no security holes in the code, then compile it for your site.

Note that special shells should be located in a file system that is always
mounted before users log in to the system. If the file system that contains a
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login shell is not mounted, people who use that shell cannot log in to their
accounts.

There are several ways to communicate with users in the IRIX system,
including electronic mail, the message of the day, the remote login message,
news, write, and wall.

Electronic Mail

Users can send messages to one another using one of the electronic mail

programs provided with IRIX. Media Mail is a graphical mail reader with an
extensive on-line help system. Media Mail also has a command line interface
for those systems without graphics capability. For a complete discussion of
configuring electronic mail, see Chapter 20, “IRIX sendmail,” in this guide.

Message of the Day

You can communicate items of broad interest to all users with the /etc/motd
file. The contents of /etc/motd are displayed on the user’s terminal as part of
the login process. The login process executes /etc/cshrc (for the C shell), which
commonly contains the command:

cat /etc/notd
Any text contained in /etc/motd is displayed for each user every time the user
logs in. For this information to have any impact on users, you must take

pains to use it sparingly and to remove outdated announcements.

A typical use for the message of the day facility might be

5/30: The systemw || be unavail able from 6-11pm Thursday, 5/
30 while we install additional hardware

Be sure to remove the message when it is no longer important.
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Remote Login Message

In addition to /etc/motd, the file /etc/issue is displayed to whomever logs in to
a system over a serial line or the network. If /etc/issue does not exist, or is
empty, no message is displayed.

News

You can set up a simple electronic bulletin board facility with the /usr/news
directory and the news(1) command. With news, you can post messages of
interest about the system. This is not the same system as the publicly
distributed Usenet system. Place announcements of interest about the
system in the directory /usr/news. Use one file per announcement, and name
each file something descriptive, like “downtime” and “new-network.” Use
the news command to display the items.

You can automatically invoke news from a shell startup file, for example from
the /etc/cshrc file. It is a good idea to check for new news items only from a
shell startup file, since users may not be ready to read news immediately
upon logging in. For example:

news -sS

With the -s argument, news indicates how many articles there are since you
last read news.

When you read news with the news command, you can do the following:

read everything
To read all news posted since the last time you read articles,
enter the news command with no arguments: news

select some items
To read selected articles, enter the news command with the
names of one or more items as arguments:

news downti ne new networ k

read and delete
After you run the news command, you can stop any item
from printing by pressing <Ct r | - C> or <Br eak>. Pressing
<Qrl - C or <Br eak> twice stops the program.
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ignore everything
If you are too busy to read announcements at the moment,
you can read them later. [tems remain in /ust/news until the
administrator (root) removes them. The list of news items
are still displayed each time you log in.

flush all items
There are two ways to catch up with all current news items:

touch .news_tine

This updates the time-accessed and time-modified fields of
the .news_time file and thus the news program no longer
considers there are articles for you to read.

This command prints all current articles, but sends the
output to /dev/null so you do not see the articles:

news > /dev/null

This brings you up to date without reading any
outstanding articles.

Write to a User

Use the write command to write messages to a user on the system. For
example:

wite ral ph

User ralph sees this on his screen:
Message fromroot on brooklyn (console) [ Tue Feb 26
16:47:47 ]

You can wait for ralph to respond, or you can begin typing your message. If
the other user responds, you see a similar message on your screen.

Type your message. As you press <Ret ur n>, each line of your message is
displayed on the other user’s screen.

Usually a write session is a dialogue, where each user takes turns writing. It

is considered good etiquette to finish your turn with a punctuation mark on
a line by itself, for example:
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I noticed that you are using over 50 neg of disk space.ls
there anything | can do to help you reduce that?
>

Entering the greater-than symbol indicates you are through with your
paragraph and are waiting for user ralph to respond. The other user should
choose a different punctuation character to indicate when he is through with
his turn.

You can prevent other users from writing to you with write by making their
terminal or window unwriteable. Use the mesg command:

mesg n

The n argument makes your terminal or window unwriteable, and the y
argument makes it writable. The superuser can write to any terminal or
window, even if the user has made his or her terminal unwriteable with mesg
n.

The talk(1) utility is similar to write(1), and is preferred by some users.

Write to All Users

The superuser can use the wall(1) command to write to all the users who are
logged in on the system. This useful when you need to announce that you
are bringing the system down.

To use wall, enter:

wal |

Enter your message. Press <Ctr| - D> when you are finished, and wall sends
the message.

You can also compose the message in a file, then send it using wall:

wal | < nessagefile

The wall command is not affected by a user’s mesg setting. That is, a user
cannot stop wall from displaying on his or her screen. On a graphics display
with multiple windows, the message is displayed in all windows.



Anticipating User Requests

Anticipating User Requests

The /etc/nologin File

The /etc/nologin file prevents any user from logging in. This feature of the
login(1) program is designed to allow the system administrator to have the
system running in full multiuser mode, but with no users logged in. This is
useful when you wish to perform complete backups of the system or when
you want to do some testing that may cause the operating system to halt
unexpectedly. Of course, it is always best to do this sort of work during non-
peak system usage hours.

To disable logins, simply create a file called nologin in the /etc directory. (You
must be logged in as root to create files in /efc.) In addition to disallowing
logins, the login program will display the contents of /etc/nologin when it
denies access to the user. To allow logins again, simply remove the /etc/
nologin file. A suggested format for the message in /etc/nologin is:

The systemis unavailable for a few noments while we perform
sone routine mai ntenance. We will be done shortly and regret
any inconvenience this may cause you. -Norton

The following suggestions apply mostly to servers, although they are still
applicable to workstations.

Keep a Log

In addition to the system log, as described in Chapter 2, “Operating the
System,” you may find it helpful to keep a user trouble log. The problems
that users encounter fall into patterns. If you keep a record of how problems
are resolved, you do not have to start from scratch when a problem recurs.
Also, a system log can be very useful for training new administrators in the
specifics of your local system, and for helping them learn what to expect.
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Hardware Affects Software

Be aware that changing hardware configurations can affect the system, even
if the change you make seems simple. Make sure you are available to help
users with problems after the system is changed in any way.

Leaving Users Stranded

Before you upgrade your system to new software, check your user
community to see which parts of the old software they use, and if they might
be inconvenienced by the upgrade. Often users need extra time to switch
from one release of an application to a newer version.

If possible, do not strand your users by completely removing the old
software. Try to keep both versions on the system until everyone switches to
the new version.

Reporting Trouble

Provide a convenient way for your users to report problems. For example,
set up a “trouble” mail alias, so that users with problems can simply send
mail to trouble for assistance.

Reference pages are online reference manual entries. A full set of reference
pages for the programs, utilities, and files in the standard IRIX distribution
is provided on-line, and these pages are available through the man(1)
command. In addition, you can create your own custom reference pages
using the following procedure. Any time you create a script, utility, program,
or application for your users, you should also create a reference page. This
provides a convenient way for your users to learn to use your new tools, and
also makes future maintenance easier.

Not all sites will have the optional Documenter’s Workbench software
product installed, but you can create a facsimile of a manual page using only
the text editor of your choice. See the following section for details.
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Creating a Pure-Text Man Page using vi

Note: To create a pure-text man page without Documenter’s Workbench (no
embedded nroff(1) commands that would format the text) simply use the vi
editor (or the editor of your choice) and document your script or program
according to the style found in the standard reference pages. Name your
reference page file after the script or program it documents with the suffix
1" at the end of the file name to designate the page as a local reference page.

Note: Use the letter “1” as your suffix, not the numeral one “1.”

When you have completed your reference page, you must place it in the /usr/
man directory structure for the man(1) command to be able to display the
new page. Place the man pages in a local directory, such as /ust/man/manl.
(Again using the character “1” to designate local reference pages.) If it does
not already exist, create the directory with this command (you must be
logged in as root):

nkdi r /usr/ man/ manl

Long man pages should be packed to save disk space. Use the pack(1)
command to pack the text file into a more compact form. For example:

pack program 1
mv program 1.z /usr/ man/ manl / program z

Note: The man program automatically unpacks the pages for reading.
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The Command (PROM) Monitor

Chapter 4 covers the Command Monitor
(also known as the PROM Monitor).
From the Command Monitor, you can
boot programs other than the default
operating system. You can also check
your hardware inventory and boot the
special Stand-Alone Shell to begin major
software installations. Specific tasks
covered here include:

e How to enter the Command
Monitor

o Commands available from the
Command Monitor

*  Booting programs from the
Command Monitor






Chapter 4

The Command (PROM) Monitor

This chapter describes the Command (PROM) Monitor, which controls the
boot environment for all IRIS workstations or servers. With the Command
Monitor, you can boot and operate the CPU under controlled conditions, run
the CPU in Command Monitor mode, and load programs (for example, the
operating system kernel, /unix).

PROM stands for Programmable Read-Only Memory. PROM chips are
placed in your computer at the factory with software programmed into
them that allows the CPU to boot and allows you to perform system
administration and software installations. The PROMSs are not part of your
disk or your operating system; they are the lowest level of access available
for your system. You cannot erase them or bypass them.

Note that there are numerous minor differences between machines, and you
should refer to your owner’s guide for information specific to your machine.

This chapter contains information on the following topics:

* Basicinstruction on entering the Command Monitor. See “How to Enter
the Command (PROM) Monitor” on page 118.

* A summary of the commands available through the general Command
Monitor. See “Summary of Command Monitor Commands” on page
118.

¢ How to get help while using the Command Monitor. See “Getting Help
in the Command Monitor” on page 120.

* Instructions for convenient use of the Command Monitor. See “Using
Command Monitor Commands” on page 120 and “Running the
Command Monitor” on page 123.

¢ Instructions for booting programs from the Command Monitor. See
“Booting a Program from the Command Monitor” on page 132.

117



Chapter 4: The Command (PROM) Monitor

How to Enter the Command (PROM) Monitor

To get into the Command Monitor on most machines, follow these steps:

1. Reboot the system with the reboot(1M) command, or if it is already
switched off, turn it on.

You see the following prompt:

Starting up the system...

To perform system nmai nt enance instead, press <Esc>
2. DPress the <Esc> key. You see the following menu:

Syst em Mai nt enance Menu

1 Start System
2 Install System Software
3 Run Di agnostics
4 Recover System
5 Enter Conmand Mbni t or
3. Enter the numeral 5, and press <Ret ur n>. You see the Command
Monitor prompt:
>>

4. You have entered the Command Monitor.

Summary of Command Monitor Commands
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Table 4-1 summarizes the Command Monitor commands and gives each
command’s syntax.

Table 4-1 Command Monitor Command Summary
Command Description Syntax
auto Boots default operating auto

system (no arguments)
boot Boots with arguments boot [-f file][- n][ar gs]

checksum checksum RANGE
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Table 4-1 (continued)

Command Monitor Command Summary

Command Description Syntax
disable Disables console; console  di sabl e console_device
can be gfx(0), tty(0), or
tty(1)
dump dump [-(bhlw)] [-
(oldlulxlclB)] RANGE
eaddr eaddr [xx:xx:xx:xx:xx:xx]
enable Enables console; console enabl e console_device
can be gfx(0), tty(0), or
tty(1)
exit leave Command Monitor  exit
fill fill [-(b | h1w)] [-v val]
RANGE
get g [-(bIhlw)] ADDRESS
go Transfers program go [INITIAL_PC]
execution to <pc>or to
entry point of last booted
program if <pc> omitted
help or ? Prints a Command hel p [command]

hinv (inventory)

init

mcopy

mcmp

mfind

passwd

Monitor command
summary

Prints an inventory of
hardware on the system

Initializes the Command
Monitor

Sets PROM password

? [command]

hinv

init

mcopy [-(b |hIw)]

FROMRANGE TO

memp [-(b [hlw)]
FROMRANGE TO

mfind [-(b |h|w)] [-n]
RANGE VALUE

passwd
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Table 4-1 (continued) Command Monitor Command Summary

Command Description Syntax

put p [-(b Th1w)] ADDRESS
VALUE

printenv Displays the current pri nt env [env_var_list]

environment variables

resetenv Resets all environment resetenv
variables to default

setenv Sets environment variables set env env_var string

unsetenv Unsets an environment unset env env_var
variable

version Displays Command version

Monitor version

Getting Help in the Command Monitor

The question mark (?) command displays a short description of a specified
command. If you do not specify a command, the ? command displays a
summary of all Command Monitor commands. To get help, type either hel p
or a question mark (?).

hel p [ command]

? [ command)]

Using Command Monitor Commands

The following sections cover these subjects:
e The command syntax notation that this chapter uses

e The function of the commands listed in Table 4-1

120



Using Command Monitor Commands

Using the Command Line Editor in the Command Monitor

You can edit on the command line by using the commands shown in
Table 4-2.

Table 4-2 Command Monitor Command Line Editor

Command Description

<ctrl - h>,<del >, Deletes previous character or
<backspace>

<ctrl-u> Deletes entire line; question mark (?)

prompts for corrected line

<ctrl-c> If a command is executing, kills current
command

Syntax of Command Monitor Commands

The Command Monitor command syntax is designed to resemble the syntax
of commands used with the IRIX operating system. This chapter uses IRIX
notation for command descriptions:

* Bol df ace words are literals. Type them as they are shown.

® Square brackets ([]) surrounding an argument means that the argument
is optional.

® Vertical lines (|) separating arguments mean that you can specify only
one optional argument within a set of brackets.

* file means that you must specify a file name. A file name includes a
device specification as described in “Syntax of Command Monitor File
Names” on page 121.

Syntax of Command Monitor File Names

When you specify file names for Command Monitor commands, use this
syntax:

device( [ cntrlr, [ unit[ , partition] ] 1) file
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® device specifies a device driver name known to the PROM.

* cntrlr specifies a controller number for devices that may have multiple
controllers.

* unit specifies a unit number on the specified controller.

® partition specifies a partition number within a unit.

* file specifies a pathname for the file to be accessed.

If you do not specify cntrlr, unit, and partition, they default to zero. The
notation shows that you can specify only a cntrlr, a cntrlr and unit, or all three

variables. The commas are significant as place markers. For example, the
root partition (partition 0) on a single SCSI disk system is shown as:

dksc(0, 1, 0)

where:

e dksc indicates the SCSI driver

e The first 0 indicates SCSI controller 0

e The 1 indicates drive number 1 on SCSI controller 0

¢ The final 0 indicates partition 0 (root partition) on drive 1 on SCSI

controller 0.

The /usr partition (partition 3) on the same disk would be written as:
dksc(0, 1, 3)

The Command Monitor defines the devices shown in Table 4-3.

Table 4-3 Device Names for Command Monitor Commands

Device Name Description

dkip the ESDI disk controller (ips in IRIX)
dksc the SCSI disk controller (dks in IRIX)
tpsc the SCSI tape controller (tps in IRIX)
xyl the SMD disk controller (xyl in IRIX)
ipi the IPI disk controller (ipi in IRIX)
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Table 4-3 (continued)

Device Names for Command Monitor Commands

Device Name Description

tty CPU board duart

tty(0) the local console

tty(1) the remote console

gfx the graphics console

console the “pseudo console” which may be one
of gfx(0), tty(0), or tty(1). See “Enabling a
Console in the Command Monitor” on
page 124

bootp Ethernet controller using bootp and TFTP
protocols

tpqic the quarter-inch QICO02 tape drive

The PROM device notation is different from IRIX device notation. Certain
environment variables (such as root and swap) are passed to higher level
programs, and often require IRIX notation for the /dev device name. For
example, in PROM notation, an ESDI disk partition most commonly used for

swap is written:
dki p(0, 0, 1)

In IRIX notation, the same disk is:

i ps0dOs1

Running the Command Monitor

This section describes the commands that you use to run the Command
Monitor. The Command Monitor accepts the commands listed in Table 4-1,
“Command Monitor Command Summary,” on page 118.
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Enabling a Console in the Command Monitor

The Command Monitor can support a local console and a remote console
(alone or simultaneously) through a serial port. The enable command enables
a device that you want to use as a console. The Command Monitor accepts
commands from the enabled console and displays output to that console.

enabl e console_device

console_device can be gf x(0) for the graphics console, t t y(0) for a terminal
onportl,ortty(1) for aterminal on port 2. The disable command works
exactly the same way, disabling the specified console device.

Reinitializing the Processor from the Command Monitor

The init command reinitializes the processor from PROM memory, and
returns you to the monitor program.

Setting a PROM Password

Your system may have a facility that allows you to require a password from
users who attempt to gain access to the Command Monitor.

To determine if your system supports PROM passwords, select option 5
from the System Maintenance Menu to enter the Command Monitor. You see
the Command Monitor prompt:

Conmand Monitor. Type "exit" to return to the menu.

>>

Enter the command:

hel p

The system prints a list of available commands for the Command Monitor.
If the passwd command is among those listed, your system supports the
PROM password. If it is not listed, your system hardware does not support
passwording. If you would like to upgrade your system to support
passwording, please contact your sales representative.
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If your system supports PROM passwording, issue the passwd command:

passwd

You see the prompt:

Enter new password:

Enter the password you want for your machine and press <Ret ur n>. You see
the prompt:

Confirm new password:

Enter the password again, exactly as you typed it before. If you typed the
password the same as the first time, you next see the Command Monitor
prompt again. If you made a mistake, the system prints an error message and
you must begin again. If you see no error message, your password is now
set. Whenever you access the Command Monitor, you will be required to
enter this password.

It is very important that you choose and enter your password carefully,
because if it is entered incorrectly or forgotten, you may have to remove a
jumper on the CPU board of your system. This procedure is different for
each system type, and is described in your owner’s guide. Some systems,
though, allow you to reset the PROM password from IRIX by logging in as
root and issuing the following command:

nvram passwd_key

The quotation marks with no characters or space between them are essential
to remove the PROM password. You must be root to perform this operation.
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Copying Hard Disks From the Command Monitor

You can copy a hard disk onto another hard disk easily through the
Command Monitor. You may want to do this to create a backup disk in case
of failure, or perhaps you have a specific software setup that you wish to
copy for a new system. In order for this procedure to work correctly, and for
the new disk to be useful, the disks must be of identical size and
manufacture. Also, the system that is to receive the new disk must use the
same CPU and graphics board set that the existing system uses, because the
kernel is custom configured for CPU and graphics type, and the kernel will
be copied exactly to the new disk.

Follow these steps:

1. Bring your system down and install the new disk in the space provided
for an additional disk. Select a SCSI device number that is not currently
in use for the new disk. For this example, we will use device 2 on SCSI
controller 0 (the integral SCSI controller) for the new disk, and device 1
on SCSI controller 0 for the disk to be copied.

2. Boot the system to the System Maintenance Menu.

3. Select option 5 from the System Maintenance Menu. You will see the
Command Monitor prompt:

>>

4. Give the command to load the sash:

boot

5. From the sash prompt, give the command:
cp -b 128k dksc(0, 1, 10) dksc(0, 2, 10)

You see a “read error” message when the copy is complete. This is the
normal message that tells you that the copying software has read the entire
disk. If you see a “write error” message, there was an error copying the disk
and you will probably have to start over or install the disk by more
conventional means.



Running the Command Monitor

The Command Monitor Environment

The Command Monitor maintains an environment, which is a list of variable
names and corresponding values (the values are actually text strings). These
environment variables contain information that the Command Monitor either
uses itself or passes to booted programs. The system stores some
environment variables—those that are important and unlikely to change
frequently—in non-volatile RAM (nvram). If you turn off power to the
machine or press the Reset button, the system remembers these variables.
When you change the setting of these variables using the sefenv command,
the PROM code automatically stores the new values in non-volatile RAM.

You can also use the /etc/nvram command to set or print the values of non-
volatile RAM variables on your system. For complete information on the
nvram command, see the noram(1M) reference page.

Table 4-4, “Variables Stored in Non-volatile RAM,” on page 128 shows a list
of the environment variables that the system stores in non-volatile RAM.

Several environment variables also exist that affect IRIX’s operation. These

are not stored in non-volatile RAM, but they do affect the operation of the
PROM and of IRIX.
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See Table 4-5, “Environment Variables That Affect the IRIX Operating
System,” on page 130. Table 4-4 lists non-volatile RAM variables.

Table 4-4

Variables Stored in Non-volatile RAM

Variable

Description

netaddr

dbaud

rbaud

bootfile

Specifies the local network address for
booting across the Ethernet. See the bootp
protocol.

Specifies the diagnostics console baud
rate. You can change it by setting this
variable (acceptable rates include 75, 110,
134, 150, 300, 600, 1200, 2400, 4800, 9600,
and 19200), or by pressing the <Br eak>
key. IRIS uses the dbaud rate for the
diagnostics console during the entire
system start-up. Pressing the <Br eak>
key changes the baud rate only
temporarily; the baud rate reverts to the
value specified in dbaud or rbaud when
you press the reset switch or issue an init
command.

Specifies the remote console baud rate.
The list of acceptable baud rates is the
same as for dbaud, above.

Specifies the name of the file to use for
autobooting, normally a stand-alone shell
(sash).
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Table 4-4 (continued)

Variables Stored in Non-volatile RAM

Variable

Description

bootmode

console

root

keybd

Specifies the type of boot. The options
have these meanings:

¢ - performs a complete cold autoboot,
using the file pointed to by the bootfile
variable to boot the kernel; boots sash,
then boots kernel; runs power-on
diagnostics.

m - (default) goes straight to the
Command Monitor; clears memory; runs
power-on diagnostics.

d - go straight to the Command Monitor;
do not clear memory; do not run power-
on diagnostics (on IRIS-4D 100, 200 and
300 series systems, this has the same effect
as bootmode m).

Specifies which console to use. The
options have these meanings:

G - graphics console with the Silicon
Graphics, Inc., logo in the upper left
corner

g - (default) graphics console without the
Silicon Graphics logo

Specifies (in IRIX notation, such as
ips0d0s0) the disk that contains the root (/
) file system.

Specifies the type of keyboard used. The
defaultis “df”; it should not be more than
two characters. This variable provides a
hook to override the normal system
mechanism for determining the kind of
keyboard installed in the system.

Table 4-5 lists Command Monitor environment variables that directly affect
the operating system. Note that these variables are not stored in non-volatile
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RAM and are discarded if the machine is powered down.

Table 4-5

Environment Variables That Affect the IRIX Operating System

Variable

Description

showconfig

initstate

swap

path

verbose

Prints extra information as IRIX boots. If
set through setenv, its value must be istrue.

Passed to IRIX, where it overrides the
initdefault line in /etc/inittab. Permitted
values are s and the numbers 0-6. See
init(1IM).

Specifies in IRIX notation the swap
partition to use. If not set, it defaults to the
partition configured into the operating
system, which is normally partition 1 on
the drive specified by the root
environment variable.

Specifies a list of device prefixes that tell
the Command Monitor where to look for
a file, if no device is specified.

Tells the system to display detailed error
messages.

When you boot a program from the Command Monitor, it passes the current
settings of all the environment variables to the booted program.

Displaying the Current Environment Variables

The printenv command displays the Command Monitor’s current

environment variables.

printenv [env_var_list]

To change (reset) the variables, see the next section.

Changing Environment Variables

The setenv command changes the values of existing environment variables

or creates new environment variables.
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setenv env_var string

env_var is the variable you're setting, and string is the value you assign to
that variable. To see the current monitor settings, use printenv.

When you use setenv to change the value of one of the stored environment
variables in Table 4-4, the system automatically saves the new value in non-
volatile RAM. You do not need to re-enter the change the next time the
machine is turned off and then on again.

Setting the Keyboard Variable

If the keybd variable is set to anything but the default df, the appropriate
keyboard translation table is loaded from the volume header of the hard
disk. If the table is missing or unable to load, then the default table stored in
the PROMs is used. The keybd variable can be set to any value, but the
keyboard translation table should be loaded from the volume header on the
hard disk. This variable overrides the normal system mechanism for
determining the kind of keyboard installed in the system. You should not
change this variable unless you are performing keyboard diagnostics. Table
4-6 lists keybd variables suggested for international keyboards:

Table 4-6 keybd Variables for International Keyboards
Variable Description

be Belgian

da Danish

de German

df the default

fr French

it Italian

no Norwegian

sf Swiss-French
sd Swiss-German
es Spanish
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Table 4-6 (continued) keybd Variables for International Keyboards

Variable Description

sv Swedish

uk United Kingdom

us United States (available on all models)

Removing Environment Variables

The unsetenv command removes the definition of an environment variable.

unset env env_var

env_var is the variable whose definition you are removing (see setenv, above).
Note that variables stored in non-volatile RAM cannot be unset.

Booting a Program from the Command Monitor
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This section describes each Command Monitor boot command and shows
you how to use it. When you reboot or press the Reset button, you start up
the Command Monitor. Do not press the Reset button under normal
circumstances, that is, when the workstation is running IRIX.

Booting a Default File

The auto command reboots the operating system. It uses the default boot file
as though you were powering up the CPU. At the Command Monitor

prompt (>>), type:

aut o

The PROM’s environment variable bootfile specifies the default boot file. In
addition, you must set the environment variable root to the disk partition
that IRIX uses as its root file system. The auto command assumes that the
desired image of IRIX resides on the partition specified by root of the drive
specified in the environment variable bootfile.
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The bootfile name can contain no more than 14 characters. To select a different
boot file, see “Changing Environment Variables” on page 130.

Booting a Specific Program

The boot command starts the system when you want to use a specific boot
program and give optional arguments to that program. The syntax of the
boot command is:

boot [ -f program] [ - n] [ args]

-f specifies the program you want to boot. The program name must contain
fewer than 20 characters. If you do not specify this option, the environment
variable bootfile specifies the default program. boot normally loads sash.

When you specify a program, you can include a device specification. If you
don’t, the Command Monitor uses the device specifications in the
environment variable path. The Command Monitor tries in turn each device
that you specify in path, until it finds the program you request, or until it has
tried all the devices listed in path.

® -nmeans no go: it loads the specified program, but does not transfer
control to it. Instead, -n returns you to the Command Monitor
command environment.

® args are variables that the Command Monitor passes to the program
you're booting. For an arg that starts with a hyphen (-), you must
prepend an additional hyphen so that the Command Monitor doesn’t
think that the argument is intended for itself. The Command Monitor
removes the extra hyphen before it passes the argument to the booted
program. For more information, see “Booting the Standalone Shell” on
page 134.

For example, to boot the disk formatter/exerciser program (fx) from the
cartridge tape drive, use this command:

boot -f tpsc(,7,)fx

Without any arguments, boot loads the program specified in bootfile.
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Booting the Standalone Shell

The Command Monitor has been designed to keep it independent of
operating systems and as small as possible. Therefore, the Command
Monitor cannot directly boot files residing in IRIX or other operating system
file trees. However, the Command Monitor does provide a two-level boot
mechanism that lets it load an intermediary program that does understand
file systems; this program can then find and load the desired boot file. The
program is called the standalone shell, and is referred to as sash. sash is a
reconfigured and expanded version of the Command Monitor program, and
includes the modules needed to handle operating system file structures. It
also has enhanced knowledge about devices.

After the system software is installed, a copy of sash is located in the volume
header of the first disk. The header contains a very simple file structure that
the Command Monitor understands. You can also boot sash from tape or
across the network if need be. To boot sash from your disk, shut down the
system, and when you see the message:

Starting up the system..

To perform system nmai nt enance instead, press Esc

Press the escape key. You may have to enter your system’s Command
Monitor password, if your system has one. Next, you see a menu similar to
the following;:

Syst em Mai nt enance Menu
(1) Start System
(2) Install System Software
(3) Run Diagnostics
(4) Recover System
(5) Enter Command Monitor

Select option 5, “Enter Command Monitor” from the System Maintenance
Menu. You see the following message and prompt:

Conmand Monitor. Type "exit" to return to the menu.

>>

To boot the standalone shell (sash), enter the command:

boot -f sash
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sash operates in interactive command mode. You see the sash prompt:

sash:

To use the multi-level boot feature, set the PROM environment variable
bootfile to refer to a specific copy of sash. In normal configurations, setting
bootfile to dkip(0,0,8)sash tells the Command Monitor to load sash from the
ESDI disk controller 0, disk unit 0, partition 8 (the volume header). Use this
syntax:

setenv bootfile "dkip(0,0,8)sash" for ESD drives
setenv bootfile "dksc(O0, 1, 8) sash" for SCSI drives
setenv bootfile "xyl (0,0, 8)sash" for SMVD drives

setenv bootfile "ipi (0,0, 8)sash" for IPl drives

Then issue a boot command, as in this example for an ESDI drive:

boot dki p()unix initstate=s

The following actions take place:

®  boot loads dkip(0,0,8)sash, as specified by bootfile, since the boot
command doesn’t contain a -f argument. (A -f argument would
override the default specified by bootfile.)

* sash gets two arguments: dkip(Junix and initstate=s, which brings the
IRIS up in single-user mode. (Note that the Command Monitor
removes the leading hyphen [-] from any argument, so if you use the
next layer of software, and need an argument with a leading hyphen,
you should put two hyphens in front of it.)

® sash loads the file specified by the first argument (dkip(Junix) and
passes the next argument to that file.

Do not issue the auto command from sash with the bootfile set as shown
above. If you do, the system tries to boot sash over itself and will exit with an
error.

To be able to use the auto command from sash, set bootfile to refer to the

kernel, for example, dkip()unix. Even better, return to the PROM level to use
the auto command.
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Booting across the Network

At the heart of the operation of diskless workstations is the bootp protocol.
bootp is a DARPA standard protocol supported on all IRIS workstations. One
of the devices that the Command Monitor can use for booting is the Ethernet
network. Silicon Graphics provides a TCP/IP boot protocol that lets you
boot files that reside on another host in the network, if the other host
supports the booting protocol. The network booting protocol is the bootp
protocol. It is a datagram protocol that uses the User Datagram Protocol
(UDP) of TCP/IP to transfer files across the Ethernet network.

To boot across the network, you must first determine the Internet address of
the machine you want to boot. The Internet address is a number assigned by
the network administrator of the network to which the system is attached.
The format of the number is four decimal numbers between 0 and 255,
separated by periods; for example:

192.20.0.2

Use the setenv command to set the netaddr environment variable to this
address; for example:

set env netaddr 192.20.0.2

Booting across the Network with bootp

Once you have set the netaddr environment variable, you can use boofp to
refer to a remote file by using a file name of the form:

boot p() [ hostname: ] path

®  hostname is the name of the host where the file resides. The specified
host must run the bootp server daemon, bootp. If you omit hostname,
bootp broadcasts to get the file from any of the hosts on the same
network as the machine making the request. The first host that answers
fills the request. Only hosts that support bootp can respond to the
request. It is safe to omit the hostname only when you know that the
path is unique to a particular host, or when you know that all the copies
of the file are interchangeable.
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hostname can be the name of a host on a different Ethernet network from
the machine that you are booting, if a gateway on the local Ethernet
network provides a route to the remote host. The gateway must be an
IRIS workstation running a bootp server that you have configured to do
cross-network forwarding.

For more information about booting through gateways, see bootp(1M).
For more information about the /etc/inetd.conf configuration file, see
inetd(1M).

path is the pathname of a file on the remote host. For example, this
command:

boot -f bootp()wheel er:/usr/local/boot/unix

boots the file /usr/local/boot/unix from the remote host wheeler. The
command:

boot -f bootp()/usr/alicelhelp

boots the file /usr/alice/help from any host on the network responding to
the bootp broadcast request that has a file of that name.

To configure the gateway to permit cross-network forwarding, follow these

steps:

1. Log in as root or become the superuser by issuing the su command.

2. Edit the file /etc/inetd.conf on the gateway machine. This file configures
the bootp server, which is started by the inetd(1M) daemon.

3. Change the bootp description so that inetd invokes bootp with the -f flag.

Find this line:

bootp dgram udp wait root /usr/etc/bootp bootp
Add the -f flag to the final bootp on the line:

bootp dgram udp wait root /usr/etc/bootp bootp -f
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4. Change the tftp configuration line in one of the following ways:
Remove the -s flag from the argument list for ¢ftpd:
tftp dgram udp wait guest lusr/etc/tftpd tftpd -s

This allows tftpd access to all publicly readable directories. If you are
concerned about a possible security compromise, you can instead
explicitly list the directories to which tftpd needs access. In this case,
you need to add /usr/etc:

tftp dgramudp wait guest /usr/etc/tftpd tftpd -s /usr/etc
See tftpd(1M) and tftp(1C) for more information.

5. Signal inetd to re-read its configuration file.

killall -1 inetd

Booting from a Resource List

To tell the Command Monitor to load standalone commands from various
resources (such as disks or other devices), set the path environment variable.
(See “Changing Environment Variables” on page 130.) Set the path variable
as follows:

setenv path “device_nane alternate_path"

For example, issue the following commands in order:

setenv path "dkip(0,0,8) bootp()/altdir/altbootfile"

This causes the Command Monitor to boot the file dkip(0,0,8)altbootfile. If that
file fails, the Command Monitor boots bootp()/altdir/altbootfile. If that file also
fails, the Command Monitor prints the message “command not found”.
Note that pathnames are separated with spaces. If the device specification is
contained within a command or by bootfile, the Command Monitor ignores
path. Only bootp or volume headers are understood by the PROM.
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Tuning System Performance

Chapter 5 describes the process by which
you can improve your system
performance. Your system comes
configured to run as fast as possible
under most circumstances. However, if
your use of the system is out of the
ordinary, you may find that adjusting
certain parameters and operating system
values may improve your total
performance, or you may wish to
optimize your system for some feature,
such as disk access, to better make use of
the graphics features or your application
software. Topics described in this chapter
include:

*  Measuring system performance.

s Improving general system
performance.

*  Tuning for specific hardware and
software configurations.
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Theory of System Tuning

Tuning System Performance

This chapter describes the basics of tuning the IRIX operating system for the
best possible performance for your particular needs. Information provided
includes the following topics:

General information on system tuning and kernel parameters. See
“Theory of System Tuning” on page 141.

Tuning applications under development. See “Application Tuning” on
page 144.

Observing the operating system to determine if it should be tuned. See
“Monitoring the Operating System” on page 149.

Tuning and reconfiguring the operating system. See “Tuning The
Operating System” on page 163.

The standard IRIX System configuration is designed for a broad range of
uses, and adjusts itself to operate efficiently under all but the most unusual
and extreme conditions. The operating system controls the execution of
programs in memory and the movement of programs from disk to memory
and back to disk.

The basic method of system tuning is as follows:

1.
2.

monitor system performance using various utilities,

adjust specific values (for example, the maximum number of
processes),

reboot the system if necessary, and

test the performance of the new system to see if it is improved.
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Note that performance tuning cannot expand the capabilities of a system
beyond its hardware capacity. You may need to add hardware, in particular
another disk or additional memory, to improve performance.

Files Used for Kernel Tuning

Table 5-1 lists the files/directories used for tuning and reconfiguring a
system.

Table 5-1 Files and Directories Used for Tuning
File/Directory: Purpose:
fvar/sysgen/system /* File defining software modules

/var/sysgen/mtune/*  directory containing files defining tunable parameters
/var/sysgen/stune File defining default parameter values.
/var/sysgen/boot/* Directory of object files

/unix File containing kernel image

Typically you tune a parameter in one of the files located in the mtune
directory (for example, the kernel file) by using the systune(1M) command.

Overview of Kernel Tunable Parameters

Tunable parameters control characteristics of processes, files, and system
activity. They set various table sizes and system thresholds to handle the
expected system load. If certain system structures are too large, they waste
memory space that would otherwise be used for other processes and can
increase system overhead due to lengthy table searches. If they are set too
low, they can cause excessive 1/O, process aborts, or even a system crash,
depending on the particular parameter.

This section briefly introduces the tunable parameters. Appendix A, “IRIX
Kernel Tunable Parameters,” describes each parameter, gives its default
value, provides suggestions on when to change it, and describes problems
you may encounter.
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The Types of Parameters

Tunable parameters are specified in separate configuration files in the /var/
sysgen/mtune directory. See the mtune(4) reference page.

The default values for the tunable parameters are usually acceptable for
most configurations for a single-user workstation environment. However, if
you have a lot of memory or your environment has special needs, you may
want to adjust the size of a parameter to meet those needs. A few of the
parameters you may want to adjust are listed below.

nproc defines the maximum number of processes, system-wide.
This parameter is typically auto-configured.

maxup defines the maximum number of processes per UID.
rlimit-core-cur ~ the maximum size of a core file.

rlimit-data-cur ~ the maximum amount of data space available to a process.
rlimit-fsize-cur ~ the maximum file size available to a process.
rlimit-fsize-cur ~ the maximum file size available to a process.

rlimit-nofile-cur the maximum number of file descriptors available to a
process.

rlimit-rss-cur ~ the maximum resident set size available to a process.
rlimit-vmem-cur the maximum amount of mapped memory for a process.

sshimseg specifies the maximum number of attached shared memory
segments per process.

143



Chapter 5: Tuning System Performance

Application Tuning

144

You can often increase system performance by tuning your applications to
more closely follow your system’s resource limits. If you are concerned
about a decrease in your system’s performance, you should first check your
application software to see if it is making the best use of the operating
system. If you are using an application of your own manufacture, there are
steps you can take to improve performance. Even if a commercially
purchased application is degrading system performance, you can identify
the problem and use that information to make any decisions about system
tuning or new hardware, or even simply when and how to use the
application. The following sections explain how to examine and tune
applications. The rest of this chapter assumes that your applications have
been tuned as much as possible according to these suggestions.

Checking an Application

If your system seems slow, for example, an application runs slowly, first
check the application. Poorly designed applications can perpetuate poor
system performance. Conversely, an efficiently written application means
reduced code size and execution time.

A good utility to use to try to determine the source of the problem is the
timex(1) utility. timex will report how a particular application is using its CPU
processing time. The format is:

timex -s program
which shows program’s real (actual elapsed time), user (time process took

executing its own code), and sys (time of kernel services for system calls)
time. For example:

timex -s ps -el

The above command executes the ps -el command and then displays that
program’s time spent as:

real 0.95
user 0.08
sys 0.41
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Tuning an Application

There are many reasons why an application spends a majority of its time in
either user or sys space. For our purposes, suspect excessive system calls or
poor locality of code.

Typically, you can only tune applications that you are developing.
Applications purchased for your system cannot be tuned in this manner,
although there is usually a facility to correspond with the application vendor
to report poor performance.

If the application is primarily spending its time in user space, the first
approach to take is to tune the application to reduce its user time by using
the pixie(1) and prof(1) commands. See the respective reference pages for
more information about these commands. To reduce high user time, make
sure that the program:

¢ makes only the necessary number of system calls. Use timex -s to find
out the number of system calls/second the program is making. The key
is to try to keep scall/s at a minimum. System calls are those like read(2),
exec(2); they are listed in Section 2 of the reference pages.

* uses buffers of at least 4K for read(2) and write(2) system calls. Or use
the standard /O library routines fread(3) and fwrite(3), which buffer
user data.

* uses shared memory rather than record locking where possible. Record
locking checks for a record lock for every read and write to a file. To
improve performance, use shared memory and semaphores to control
access to common data (see shmop(2), semop(2), and usinit(3P)).

e defines efficient search paths ($PATH variable). Specify the most used
directory paths first, and use only the required entries, so that
infrequently used directories aren’t searched every time.

* eliminates polling loops (see select(2)).
* eliminates busy wait (use sginap(0)).

* eliminates system errors. Look at /var/adm/SYSLOG, the system error
log, to check for errors that the program generated, and try to eliminate
them.
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Run timex again. If the application still shows a majority of either user or sys
time, suspect excessive paging due to poor "locality" of text and data. An
application that has locality of code executes instructions in a localized
portion of text space by using program loops and subroutines. In this case,
try to reduce high user/sys time by making sure that the program:

* groups its subroutines together. If often-used subroutines in a loaded
program are mixed with seldom-used routines, the program could
require more of the system’s memory resources than if the routines
were loaded in the order of likely use. This is because the seldom-used
routines might be brought into memory as part of a page.

¢ has a working set that fits within physical memory. This minimizes the
amount of paging and swapping the system must perform.

® has correctly ported FORTRAN-to-C code. FORTRAN arrays are
structured differently from C arrays; FORTRAN is column major while
C is row major. If you don’t port the program correctly, the application
will have poor data locality.

After you tune your program, run timex again. If sys time is still high, tuning
the operating system may help reduce this time.

There are a few other things you can do to improve the application’s I/O
throughput. If you are on a single-user workstation;, make sure that the
application:

* gains I/O bandwidth by using more than one drive (if applicable). If an
application needs to concurrently do I/O on more than one file, try to
set things up so that the files are in different file systems, preferably on
different drives and ideally on different controllers.

* obtains unfragmented layout of a file. Try to arrange an application so
that there is only one file currently being written to the file system
where it resides. That is, if you have several files you need to write to a
file system, and you have the choice of writing them either one after
another or concurrently, you will actually get better space allocation
(and consequently better I/ O throughput) by writing these files singly,
one after another.

If you are on a multi-user server, however, it’s hard to control how other
applications access the system. Use a large size I/O - 16Kb or more. You may
also be able to set up separate file systems for different users. With high sys
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time output from timex, you need to monitor the operating system to
determine why this time is high.

Looking At/Reordering an Application

Many applications have routines that are executed over and over again. You
can optimize program performance by modifying these heavily used
routines in the source code. The following paragraphs describe the tools that
will help tune your programs.

Analyzing Program Behavior with prof

Profiling allows you to monitor program behavior during execution and
determine the amount of time spent in each of the routines in the program.
There are two types of profiling:

¢ program counter (PC) sampling

® Dbasic block counting

PC sampling is a statistical method that interrupts the program frequently
and records the value of the program counter at each interrupt. Basic block
counting, on the other hand, is done by using the pixie(1) utility to modify
the program module by inserting code at the beginning of each basic block
(a sequence of instructions containing no branch instructions) that counts
the number of times that each block is entered. Both types of profiling are
useful. The primary difference is that basic block counting is deterministic
and PC sampling is statistical. To do PC sampling, compile the program with
the -p option. When the resulting program is executed, it will generate
output files with the PC sampling information that can then be analyzed
using the prof(1) utility.

To do basic block counting, compile the program and then execute pixie on it
to produce a new binary file that contains the extra instructions to do the
counting. When the resulting program is executed, it will produce output
files that are then used with prof to generate reports of the number of cycles
consumed by each basic block. You can then use the output of prof to analyze
the behavior of the program and optimize the algorithms that consume the
majority of the program’s time. Refer to the cc(1), f77(1), pixie(1), and prof(1)
reference pages for more information about the mechanics of profiling.
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Reordering a Program with pixie

User program text is demand-loaded a page (currently 4K) at a time. Thus,
when a reference is made to an instruction that is not currently in memory
and mapped to the user’s address space, the encompassing page of
instructions is read into memory and then mapped into the user’s address
space. If often-used subroutines in a loaded program are mixed with
seldom-used routines, the program could require more of the system’s
memory resources than if the routines were loaded in the order of likely use.
This is because the seldom-used routines might be brought into memory as
part of a page of instructions from another routine.

Tools are available to analyze the execution history of a program and
rearrange the program so that the routines are loaded in most-used order
(according to the recorded execution history). These tools include pixie, prof,
and cc By using these tools, you can maximize the cache hit ratio (checked
by running sar -b) or minimize paging (checked by running sar -p), and
effectively reduce a program’s execution time. The following steps illustrate
how to reorganize a program named fetch

1. Execute the pixie command, which will add profiling code to fetch:
pi xie fetch

This creates an output file, fetch.pixie and a file that contains basic block
addresses, fetch.Addrs.

2. Run fetch.pixie (created in the previous step) on a normal set or sets of
data. This creates the file named fetch.Counts, which contains the basic
block counts.

3. Next, create a feedback file that the compiler will pass to the loader. Do
this by executing prof:

prof -pixie -feedback fbfile fetch fetch. Addrs
fetch. Counts

This produces a feedback file named fbfile.

4. Compile the program with the original flags and options, and add the
following two options:

-feedback fbfile

For more information, see the prof and pixie reference pages.
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What About Commercial Applications?

You cannot usually tune commercially available applications to any great
degree. If your monitoring has told you that a commercially purchased
application is causing your system to run at unacceptably slow levels, you
have a few options:

*  You can look for other areas to reduce system overhead and increase
speed, such as reducing the system load in other areas to compensate
for your application. Options such as batch processing of files and
programs when system load levels permit often show a noticeable
increase in performance. See “Automating Tasks with at(1), batch(1),
and cron(1M)” on page 29.

*  You can use the nice(1) and renice(1) utilities to change the priority of
other processes to give your application a greater share of CPU time.
See “Prioritizing Processes with nice” on page 48 and “Changing the
Priority of a Running Process” on page 49.

*  You can undertake a general program of system performance
enhancement, which can include maximizing operating system i/o
through disk striping and increased swap space. See “Logical Volumes
and Disk Striping” on page 244 and “Swap Space” on page 237.

*  You can add additional memory, disk space, or even upgrade to a faster
CPU.

* You can find another application that performs the same function but
that is less intensive on your system. (This is the least preferable option,
of course.)

Monitoring the Operating System

Before you make any changes to your kernel parameters, you should know
which parameters should be changed and why. Monitoring the functions of
the operating system will help you determine if changing parameters will
help your performance, or if new hardware is necessary.
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Receiving Kernel Messages and Adjusting Table Sizes

In rare instances a table overflows because it isn’t large enough to meet the
needs of the system. In this case, an error message appears on the console
and in /var/adm/SYSLOG. If the console window is closed or stored, you'll
want to check SYSLOG periodically.

Some system calls return an error message that can indicate a number of
conditions, one of which is that you need to increase the size of a parameter.
Table 5-2 lists the error messages and parameters that may need adjustment.
These parameters are in /var/sysgen/master.d/kernel.

Table 5-2 System Call Errors and Related Parameters

Message System Call Parameter

EAGAI N fork(2) increase nproc or
No nore processes swap space

ELI BMAX exec(2) increase shlbmax

l'i nked nmore shared
libraries than limt

E2BI G shell(1), increase ncargs)
Arg list too |ong make(1),
exec(2)

Be aware that there can be other reasons for the errors in the previous table.
For example, EAGAIN may appear because of insufficient virtual memory.
In this case, you may need to add more swap space. For other conditions that
can cause these messages, see the Owner’s Guide appendix titled “Error
Messages”.

Other system calls will fail and return error messages that may indicate IPC
(interprocess communication) structures need adjustment. These messages
and the parameters to adjust are listed in Appendix A, “IRIX Kernel Tunable
Parameters.”
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Using timex(1) and sar(1)

Two utilities you can use to monitor system performance are timex and sar.
They provide very useful information about what’s happening in the
system.

The operating system has a number of counters that measure internal system
activity. Each time an operation is performed, an associated counter is
incremented. You can monitor internal system activity by reading the values
of these counters.

These utilities monitor the value of the operating system counters, and thus
sample system performance. Both utilities use sadc, the sar data collector,
which collects data from the operating system counters and puts it in a file
in binary format. The difference is that timex takes a sample over a single
span of time, while sar takes a sample at specified time intervals. The sar
program also has options which allow sampling of a specific function such
as CPU usage (-u option) or paging (-p option). In addition, the utilities
display the data some what differently.

When would you use one utility over the other? If you are running a single
application or a couple of programs, use timex. If you have a multi-user/
multi-processor system, and/or are running many programs, use sar.

As in all performance tuning, be sure to run these utilities at the same time
you are running an application or a benchmark, and be concerned only
when figures are outside the acceptable limits over a period of time.

Using timex

The timex utility is a useful troubleshooting tool when you are running a
single application. For example:

timex -s application

The -s option reports total system activity (not just that due to the
application) that occurred during the execution interval of application. To

redirect timex output to a file, (assuming you use the Bourne shell, (sh(1))
enter:

timex -s application 2> file
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The same command, entered using the C shell, looks like this:

timex -s application > file

The sar utility is a useful troubleshooting tool when you're running many
programs and processes and/or have a multi-user system such as a server.
You can take a sample of the operating system counters over a period of time
(for a day, a few days, or a week).

Using sar

Depending on your needs, you can choose the way in which you wish to
examine system activity. You can monitor the system:

¢ during daily operation
e consecutively with an interval
® before and after an activity under your control

¢ during the execution of a command

You can set up the system so sar will automatically collect system activity
data and put it into files for you. Just use the chkconfig(1M) command to turn
on sar’s automatic reporting feature, which generates a sar -A listing. A
crontab entry instructs the system to sample the system counters every 20
minutes during working hours and every hour at other times for the current
day (data is kept for the last 7 days). To enable this feature, type:

/ etc/ chkconfig sar on

The data that is collected is put in /var/adm/sa in the form sann and sarnn,
where nn is the date of the report (sarnn is in ASCII format). You can use the
sar(1M) command to output the results of system activity.

Using sar Consecutively with a Time Interval

You can use sar to generate consecutive reports about the current state of the
system. On the command line, specify a time interval and a count. For
example:

sar -u 5 8

This prints information about CPU use eight times at five-second intervals.
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Using sar Before and After a User-Controlled Activity

You may find it useful to take a snapshot of the system activity counters
before and after running an application (or after running several
applications concurrently). To take a snapshot of system activity, instruct
sadc (the data collector) to dump its output into a file. Then run the
application(s) either under normal system load or restricted load, and when
you are ready to stop recording, take another snapshot of system activity.
Then compare results to see what happened.

The following is an example of commands that will sample the system
counters before and after the application:

fusr/lib/sa/sadc 1 1 file

Run the application(s) or perform any work you want to monitor, then type:

fusr/lib/sa/sadc 1 1 file
sar -f file

If file does not exist, sadc will create it. If it does exist, sadc will append data
to it.

Using sar and timex During the Execution of a Command

Often you want to examine system activity during the execution of a
command or set of commands. The aforementioned method will allow you
do to this. For example, to examine all system activity while running nroff(1),
type:

/usr/lib/sa/sadc 1 1 sa.out

nroff -mmfile.nm> file.out

fusr/lib/salsadc 1 1 sa.out
sar -A -f sa.out

By using timex, you can do the same thing with one line of code:

tinex -s nroff -mmfile.mm > file.out

Note that the timex also includes the real, user, and system time spent
executing the nroff request.

There are two minor differences between timex and sar. The sar program has
the ability to limit its output (e.g., the -u option reports only CPU activity),
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while timex always prints the -A listing. Also, sar works a variety of ways, as
discussed previously, but timex only works by executing a command.
However, this command can be a shell file.

If you are interested in system activity during the execution of two or more
commands running concurrently, put the commands into a shell file and run
timex -s on the file. For example, suppose the file nroff.sh contained the
following lines:

nroff -mmfilel.mMm > filel.out &
nroff -mmfile2.mMm > file2. out &
wai t

To get a report of all system activity after both of the nroff requests (running
concurrently) finish, invoke timex as follows:

timex -s nroff.sh

Now that you have learned when and how to use sar and timex, you can
choose one of these utilities to monitor the operating system. Then examine
the output and try to determine what’s causing performance degradation.
Look for numbers that show large fluctuation or change over a sustained
period; don’t be too concerned if numbers occasionally go beyond the
maximum.

The first thing to check is how the system is handling the disk I/O process.
After that, check for excessive paging/swapping. Finally look at CPU use
and memory allocation.

The sections immediately following assume that the system you are tuning
is active (with applications/benchmark executing).

Checking Disk I/O

The system uses disks to store data and transfers data between the disk and
memory. This input/output (I/O) process consumes a lot of system
resources, so you want the operating system to be as efficient as possible
when it performs I/0.

If you are going to run a large application or have a heavy system load, the
system will benefit from disk I/O tuning. Run sar -A or timex -s and look at
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the %busy, %rcache, %wcache, and %wio fields.To see if your disk
subsystem needs tuning, check your output of sar -A against the figures in
the following table. (Note that in the tables that follow, the right column lists
the sar option that will print only selected output, for example output for
disk usage (sar -d) or CPU activity (sar -u).

Table 5-3 lists sar results that indicate an I/O-bound system.

Table 5-3 Indications of an I/O-Bound System

Field Value sar Option
Y%busy (% time disk is busy)  >85% sar -d
Y%rcache (reads in buffer low, <85 sar -b
cache)

%wcache (writes in buffer low, <60% sar -b
cache)

%wio (idle CPU waiting for ~ dev. system >30 sar -u
disk I/0) fileserver >80

Notice that for the %wio figures (indicates the percentage of time the CPU is
idle while waiting for disk I/O), there are examples of two types of systems:

¢ adevelopment system that has users who are running programs such
as make. In this case, if %wio > 30, check the breakdown of %wio (sar -
u). By looking at the %wfs (waiting for file system) and %wswp
(waiting for swap), you can pinpoint exactly what the system is waiting
for.

* an NFSsystem that is serving NFS clients and is running as a file server.
In this case, if %wio > 80, %wfs > 90, the system is disk I/O bound.
There are many other factors to consider when you tune for maximum I/0
performance. You may also be able to increase performance by:

¢ using logical volumes
* using partitions on different disks

¢ adding hardware (a disk, controller, memory)
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Using Logical Volumes to Improve Disk I/O

By using logical volumes, you can:

* grow an existing file system to a larger size without having to disturb
the existing file system contents.

* stripe file systems across multiple disks—You may be able to obtain up
to 50% improvement in your I/O throughput by creating striped
volumes on different disks.

Striping works best on disks that are on different controllers. Logical
volumes give you more space without remaking the first filesystem.
Disk striping gives you more space with increased performance
potential, but you do run the risk that if you lose one of the disks with
striped data, you will lose all the data on the filesystem since the data is
interspersed across all the disks.

Contiguous logical volumes fill up one disk, and then write to the next.
Striped logical volumes write to both disks equally, spreading each file
across all disks in the volume, so it is impossible to recover from a bad
disk if the data is striped, but it is possible if the data is in a contiguous
logical volume. For information on creating a striped disk volume, see
“Logical Volumes and Disk Striping” on page 244.

Using Partitions and Additional Disks to Improve Disk 1/O

There are some obvious things you can do to increase your system’s
throughput, such as limiting the number of programs that can run at peak
times, shifting processes to non-peak hours (run batch jobs at night), and
shifting processes to another machine. You can also set up partitions on
separate disks to redistribute the disk load.

Before continuing with the discussion about partitions, let’s look at how a
program uses a disk as it executes. Table 5-4 shows various reasons why an

application may need to access the disk.

Table 5-4 An Application’s Disk Access

Application Disk Access
execute object code text and data
uses swap space for data, stack /dev/swap
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Table 5-4 (continued) An Application’s Disk Access

Application Disk Access
writes temporary files /tmp and fvar/tmp
reads/writes data files data files

You can maximize I/ O performance by using separate partitions on different
disks for some of the aforementioned disk access areas. In effect, you are
spreading out the application’s disk access routines, which will speed up 1/
O.

By default, disks are partitioned to allow access in two ways, either:
® three partitions: partitions 0, 1 and 6, or

* one large partition, partition 7 (encompasses the three smaller
partitions)

On the system disk, partition 0 is for root, 1 is for swap, and 6 is for /usr.

For each additional disk, you need to decide if you want a number of
partitions or one large one and what file systems (or swap) you want on each
disk and partition. It's best to distribute file systems in the disk partitions so
that different disks are being accessed concurrently.

The configuration depends on how you use the system, so it helps to look at
a few examples.

¢ Consider a system that typically runs a single graphics application that
often reads from a data file. The application is so large that its pages are
often swapped out to the swap partition.

In this case, it might make sense to have the application’s data file on a
disk separate from the swap area.

e If after configuring the system this way, you find that it doesn’t have
enough swap space, consider either obtaining more memory, or
backing up everything on the second hard disk and creating partitions
to contain both a swap area and a data area.

¢ Changing the size of a partition containing an existing file system may
make any data in that file system inaccessible. Always do a complete
and current backup (with verification) and document partition
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information before making a change. If you change the wrong partition,
you can change it back, providing you do not run mkfs on it or
overwrite it. It is recommended that you print a copy of the prtvtoc
command output after you have customized your disks, so that they
may be more easily restored in the event of severe disk damage.

Also, if you have a very large application and have three disks, consider
using partitions on the second and third disks for the application’s
executables (/bin and /usr/bin) and for data files, respectively. Next, consider
a system that mostly runs as a “compile-engine.”

In this case, it might be best to place the /tmp directory on a disk separate
from the source code being compiled. Make sure that you check and mount
the file system prior to creating any files on it. (If this is not feasible, you can
instruct the compiler to use a directory on a different disk for temporary
files. Just set the TMPDIR environment variable to the new directory for
temporary files.) Now, look at a system that mainly runs many programs at
the same time and does a lot of swapping.

In this case, it might be best to distribute the swap area in several partitions
on different disks.

Adding Disk Hardware to Improve Disk I/O

If improved I/O performance still does not occur after you have tuned as
described previously, you may want to consider adding more hardware:
disks, controllers, or memory.

If you are going to add more hardware to your system, how do you know
which disk/controller to add? You can compare hardware specifications for
currently supported disks and controllers by turning to your hardware
Owner’s Guide and looking up the system specifications. By using this
information, you can choose the right disk/controller to suit your particular
needs.

By balancing the most active file systems across controllers/disks, you can
speed up disk access.

Another way to reduce the number of reads and writes that go out to the disk
is to add more memory. This will reduce swapping and paging.
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Checking for Excessive Paging and Swapping

The CPU can only reference data and execute code that are loaded into
memory. Because the CPU executes multiple processes, there may not be
enough memory for all the processes. If you have very large programs, they
may require more memory than is physically present in the system. So
processes are brought into memory in pages; if there’s not enough memory,
the operating system frees memory by writing pages temporarily to a
secondary memory area, the swap area.

Table 5-5 shows indications of excessive paging and swapping on a smaller
system. Large servers will show much higher numbers.

Table 5-5 Indications of Excessive Swapping/Paging
Field Value sar Option
bswot/s (transfers from >200 sar -w

memory to disk swap area)

bswin/s (transfers to >200 sar -w
memory)
Y%swpocc (time swap >10 sar -q

queue is occupied)
rflt/s (page reference fault) >0 sar -t

freemem (average pages <100 sar -r
for user processes)

There are several things you can do to reduce excessive paging/swapping:

¢ limit the number of programs that run at peak times and shift processes
to non-peak hours (run batch jobs at night - see af(1)) or to another
machine.

e run multiple jobs in sequence, not in parallel.

¢ if youincreased various parameters (for example, nproc), decrease them
again.

* reduce page faults. Construct programs with “locality” in mind (see
“Tuning an Application” on page 145).

e use shared libraries.
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¢ reduce resident set size limits with systune. See “System Limits Tunable
Parameters” on page 763 for the names and characteristics of the
appropriate parameters.

¢ add more memory.

You can also improve performance by adding swap partitions to spread
swap activity across several disks or adding swap files on several partitions.
For more information on swapping to files, see “Swap Space” on page 237.

Why does a system sometimes page excessively? The amount of memory
any one program needs during any given instant (the working set) should fit
within physical memory. If over a 5 to 10 second period of time, routines
access more pages than can fit in physical memory, there will be excessive
thrashing and paging. For example, a SCSI drive can read at a rate of 1.5 Mb
(384 pages) per second. Remembering all the overhead plus other processes
that are contending for memory, 50-100 pages per second is a reasonable
number of pages to bring into memory. However, 100 pages per second over
a sustained period will result in poor performance.

In summary, there will be excessive paging and thrashing if, (1) the number
of pages brought into physical memory is over about 100 pages per second
for a sustained period of time, and (2) the working set size of all processes is
larger than physical memory.

Checking CPU Activity and Memory Allocation

After looking at disk I/O and paging, next check CPU activity and memory
allocation.

Checking The CPU

A CPU can execute only one process at any given instant. If the CPU
becomes overloaded, processes have to wait instead of executing. You can’t
change the speed of the CPU (although you may be able to upgrade to a
faster CPU or add CPU boards to your system if your hardware allows it),
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but you can monitor CPU load and try to distribute the load. Table 5-6 shows
the fields to check for indications that a system is CPU bound.

Table 5-6 Indications of a CPU-Bound System
Field Value sar Option
%idle (% of time CPU has <5 sar -u

no work to do)

runq-sz (processes in >2 sar -q
memory waiting for CPU)

Y%runocc (% run queue >90 sar -q
occupied and processes not
executing)

You can also use the fop(1) or gr_top(1) commands to display processes
having the highest CPU usage. For each process, the output lists the user,
process state flags, process ID and group ID, CPU cycles used, processor
currently executing the process, process priority, process size (in pages),
resident set size (in pages), amount of time used by the process, and the
process name. For more information, see the top(1) or gr_top(1) reference

pages.

To increase CPU performance, you'll want to make the following
modifications:

off-load jobs to non-peak times or to another machine, set efficient
paths, and tune applications.

* eliminate polling loops (see select(2)).

e increase the slice-size parameter (the length of a process time slice). For
example, change slice-size from Hz/30 to Hz/10. However, be aware
that this may slow interactive response time.

e upgrade to a faster CPU or add another CPU.

Checking Available Memory
“Checking for Excessive Paging and Swapping” on page 159 described what

happens when you don’t have enough physical (main) memory for
processes.
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This section discusses a different problem - what happens when you don’t
have enough available memory (sometimes called virtual memory), which
includes both physical memory and logical swap space.

The IRIX virtual memory subsystem allows programs that are larger than
physical memory to execute successfully. It also allows several programs to
run even if the combined memory needs of the programs exceed physical
memory. It does this by storing the excess data on the swap device(s).

The allocation of swap space is done after program execution has begun.
This allows programs with large a virtual address to run as long as the actual
amount of virtual memory allocated does not exceed the memory and swap
resources of the machine.

Usually it’s very evident when you run out of memory, because a message is
sent to the console that begins:

Out of logical swap space...

If you see this message:
® the process has exceeded ENOMEM or UMEM.

¢ there is not enough physical memory for the kernel to hold the required
non-pageable data structures.

® there is not enough logical swap space.

You can add virtual swap space to your system at any time. See “Swap
Space” on page 237 if you wish to add more swap. You need to add physical
swap space, though, if you see the message:

Process killed due to insufficient nmenory

The following system calls will return EAGAIN if there is insufficient
available memory: exec, fork, brk, sbrk (called by malloc), mpin, and plock.
Applications should check the return status and exit gracefully with a useful
message.

To check the size (in pages) of a process that is running, execute ps -el (you
can also use top(1)). The SZ:RSS field will show you very large processes.
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By checking this field, you can determine the amount of memory the process
is using. A good strategy is to run very large processes at less busy times.

Determining the Amount of System Memory

To see the amount of main memory, use the hinv(1) command. It displays
data about your system’s configuration. For example:

Main menory size: 64 M

Maximizing Memory

To increase the amount of virtual memory, increase the amount of real
memory and/or swap space. Note that most of the paging/swapping
solutions also apply to ways to conserve available memory. These include:

* limiting the number of programs
* using shared libraries
* adding more memory

¢ decreasing the size of system tables

However, the most dramatic way to increase the amount of virtual memory
is to add more swap space. The previous section that described using
partitions explained how to do this and it is covered completely in “Swap
Space” on page 237.

Tuning The Operating System

The process of tuning your operating system is not difficult, but it should be
approached carefully. Make complete notes of your actions in case you need
to reverse your changes later on. Understand what you are going to do
before you do it, and do not expect miraculous results; IRIX has been
engineered to provide the best possible performance under all but the most
extreme conditions. Software that provides a great deal of graphics
manipulation or data manipulation also carries a great deal of overhead for
the system, and can seriously affect the speed of an otherwise robust system.
No amount of tuning will change these situations.
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Operating System Tuning Steps

To tune a system, you first monitor its performance with various system
utilities as described in “Monitoring the Operating System” on page 149.
This section describes the steps to take when you are tuning a system.

1. Determine the general area that needs tuning (for example, disk I/O or
the CPU) and monitor system performance using utilities like sar(1)
and osview(1M). If you have not already done so, see “Monitoring the
Operating System” on page 149.

2. Pinpoint a specific area and monitor performance over a period of time.
Look for numbers that show large fluctuation or change over a
sustained period; don’t be too concerned if numbers occasionally go
beyond the maximum.

3. Modify one value/characteristic at a time (for example, change a
parameter, add a controller) to determine its effect. It’s good practice to
document any changes in a system notebook.

4. Use the systune(1M) command to change parameter values.

5. Remeasure performance and compare the before and after results. Then
evaluate the results (is system performance better?) and determine if
further change is needed.

Keep in mind that the tuning procedure is more an art than a science; you
may need to repeat the above steps as necessary to fine tune your system.
You may find that you’ll need to do more extensive monitoring and testing
to thoroughly fine tune your system.

Finding Current Values of Parameters

Before you can tune your system, you need to know the current values of the
tunable parameters. To find the current value of your kernel parameters, use
the systune(1M) command. This command, entered with no arguments,
prints the current values of all tunable parameters on your system. For
complete information on this command, see the systune(1M) reference page.
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Changing Parameters and Reconfiguring the System

After determining the parameter or parameters to adjust, you must change
the parameters and you may need to reconfigure the system for the changes
to take effect. The systune(1M) utility will tell you when you make parameter
changes if you must reboot to activate those changes. There are several steps
to reconfiguration procedure:

® back up the system
® copy your existing kernel to unix.save
¢ make your changes

e reboot your system, if necessary

Backing Up the System

Before you reconfigure the system by changing kernel parameters, it’s a
good idea to have a current and complete backup of the system. See
Chapter 6, “Backing Up and Restoring Files,” for back-up procedures.

Caution: Always back up the entire system before tuning.

Changing a Parameter

After determining the parameter you need to change (for example, you need
to increase nproc because you have a large number of users) you must first
back up the system and the kernel. Give the command:

cp /unix /unix.save

This command creates a copy of your kernel. Through the rest of this
example, this is called your old saved kernel. If you make this copy, you can
always go back to your original kernel if you are not satisfied with the results
of your tuning.

Once your backups are complete, you can execute the systune(1M)
command. An invocation of systune(1M) to increase nproc looks something
like this:

systune -i

Updates will be made to running systemand /unix.install
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systune-> nproc
nproc = 400 (0x190)
systune-> nproc = 500
nproc = 400 (0x190)

Do you really want to change nproc to 500 (0x1f4)?
(ylIn)y

In order for the change in parameter nproc to becone
effective /unix.install nmust be nmoved to /unix and the
system reboot ed

systune-> quit

To boot the kernel you just made, give the command:

mv /unix.install /unix

Then reboot your system. Also, be sure to document the parameter change
you made in your system log book.

Creating and Booting a New Kernel

The systune command creates a new kernel automatically. However, if you
changed parameters without using systune, or if you have added new
system hardware (such as a new CPU board on a multiprocessor system),
you will need to use autoconfig to generate a new kernel. To build a new
kernel after reconfiguring the system, follow these steps:

1. Become the Superuser by giving the command:
su
2. Give the command:
/etcl/autoconfig -f
This command creates a new kernel and places it in the file /unix.install.
3. Make a copy of your current kernel with the command:
cp /unix /unix.save

4. Reboot your system with the command:

r eboot
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Caution: When you issue the reboot command, the system overwrites the
current kernel (/unix) with the kernel you have just created (/unix.install).
This is why you should always copy the current kernel to a safe place before
rebooting.

An autoconfiguration script, found in /etc/rc2.d/S95autoconfig, runs during
system start-up. This script asks you if you would like to build a new kernel
under the following conditions:

e A new board has been installed for which no driver exists in the
current kernel.

* There have been changes to object files in /var/sysgen/mtune, master files
in /var/sysgen/master.d, or the system files in /var/sysgen/system. This is
determined by the modification dates on these files and the kernel.

If any of these conditions is true, the system prompts you during startup to
reconfigure the operating system:

Automatically reconfigure the operating system? y

If you answer y to the prompt, the script runs [boot and generates /
unix.install with the new image.You can disable the autoconfiguration script
by renaming /etc/rc2.d/S95autoconfig to something else that does not begin
with the letter S, for example, /etc/rc2.d/wasS95autoconfig.

Recovering from an Unbootable Kernel

The following procedure explains how to recover from an unbootable /unix,
and describes how to get a viable version of the software running after an
unsuccessful reconfiguration attempt. If you use the systune(1M) utility, you
should never have to use this information, since systune will not allow you
to set your parameters to unworkable values.

1. If the system fails to reboot, try to reboot it a few more times. If it still
fails, you need to interrupt the boot process and direct the boot PROM
to boot from your old saved kernel (unix.save).

2. DPress the reset button.You will see the System Maintenance Menu:

Syst em Mai nt enance Menu

1) Start System

2) Install System Software.
3) Run Diagnostics.
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4) Recover System
5) Enter Conmand Monitor.

3. Select option 5 to enter the Command Monitor. You see:

Conmand Monitor. Type "exit" to return to the menu.
>>

4. Now at the >> prompt, tell the PROM to boot your old saved kernel.
The command is:

boot uni x. save
The system will then boot the old saved kernel.

5. Once the system is running, use the following command to move your
old saved kernel to the default /unix name. This method also keeps a
copy of your old saved kernel in unix.save:

cp /unix.save /unix

Then you can normally boot the system while you investigate the problem
with the new kernel. Try to figure out what went wrong. What was changed
that stopped the kernel from booting? Review the changes that you made.

¢ Did you increase/decrease a parameter by a huge amount? If so, make
the change less drastic.

* Did you change more than one parameter? If so, make a change to only
one parameter at a time.
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Backing Up and Restoring Data

Chapter 6 describes the tasks you will
perform to keep your system backed up in
case of data loss. This is one of the most
important chapters in the manual, as
your system integrity depends on
thorough backups. Tasks covered here
include:

*  Backup up single files.

*  Backing up filesystems.

*  Backing up the whole system.
*  Restoring files from backups.

*  Creating and using a backup
schedule.






Chapter 6

Backing Up and Restoring Files

As a site administrator, you must make sure there are backups of the files at
your site. Users depend on you to recover files that have been accidentally
erased, or lost due to hardware problems.

This chapter describes how to create backups of system files. In particular, it
discusses:

The available backup utilities. See “Choosing a Backup Tool” on page
172.

How to make a backup copy of a single file, or a small number of files.
See “Making Backups” on page 177.

How to back up a directory or series of directories. See “Backing Up
File Systems” on page 177.

How to back up entire file systems. See “Backing Up File Systems” on
page 177.

How to check your backups to make sure they are valid. See “Checking
an Archive” on page 188.

How to restore file systems and individual files and directories. See
“Restoring Files and File Systems” on page 190.

Recovering from a system crash. See “Recovery after System
Corruption” on page 197.

How to make a bootable backup tape. See “Copying the Software
Distribution” on page 201.

Backup strategies—how to keep important data from being lost. See
“Backup Strategies” on page 203.

IRIX provides several different utilities for backing up your data:

The System Manager
bru(1M)
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*  Backup(1M) and Restore(1M), which use bru

o tar(IM)

* cpio(1M)

*  dump(1M) and restore(1M)
e dd(1M)

The sections in this chapter present the most common tasks a site
administrator must perform. Each section describes how to perform a task
using one or more of the commands listed above.

For a complete list of options for a particular command, see the reference
page for that command.

Throughout this chapter we refer to tapes, tape drives, media, and backup media.
These terms apply to whichever backup media you use at your site.
Common types of media include:

e 1/4" cartridge tape, 4-track

e 1/2" magnetic tape, reel, 9-track

* 8 mm cartridge

e DAT

It should be apparent when certain limitations or conditions do not apply to
your specific media. For example, if you back up a 350 MB file system with
an 8 mm cartridge drive (which can hold up to 1.2 GB), you probably don’t

have to worry about using more than one tape. For more information on tape
capacities, see “Tape Capacities” on page 265.

The IRIX system provides different back-up tools, both file system-oriented
and file and directory-oriented utilities. Differences between the two kinds
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of tools are discussed in the next section. The most convenient tool to use is
the System Manager, described in detail in the Personal System Administration
Guide.

Use whichever programs you like. If many users at your site are already
familiar with one backup program, you may wish to use that program
consistently. If there are workstations at your site from other manufacturers,
you may wish to use a back-up utility that is common to all the workstations.

Types of Backup Tools

Two basic types of backup tools are available with IRIX:

e File system-oriented programs, like bru, Backup, and dump; these are
designed primarily to back up entire file systems, although bru can also
back up individual files and directories.

e File- and directory-oriented programs, like tar and cpio; these can back
up entire file systems, but are also convenient for individual files and
directories.

In addition, you can use dd(1) to read images exactly as they are written, with
or without conversions. The dd command is useful to read data that is
written in a format incompatible with the other backup utilities. However,
you do not normally use dd to create backups.

The System Manager

The System Manager is the default tool for performing backups on your
system. See the Personal System Administration Guide for a complete
description of the System Manager and its backup and recovery facilities.

bru

The bru utility is a flexible tool that contains such features as:
¢ file compression

¢ the ability to locate and back up files based on modification date
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* the ability to calculate space requirements for backups
* the ability to check the integrity of the data on the tape

¢ varying levels of “verbosity” while performing operations

Because it not only backs up file systems but also individual files and
directories, it combines the features of both file system-oriented and file-
oriented backup utilities. See the bru(1M) reference page for a complete
description of the program’s capabilities.

Be aware that although bru is available on a variety of UNIX systems, it is not
as widely used as the other backup utilities. At a site that has workstations
from a variety of vendors, not all of which provide bru, you may wish to use
one of the other IRIX backup utilities for consistency. tar(1M) is the most
widely accepted format.

If your site has predominately IRIS workstations, and you don’t need to
move file system backups between different brands of computers, bru is
probably a good choice.

Note that the System Manager backup menu uses the Backup interface to bru
to back up workstations.

If a bru backup is made that requires more than one tape, bru stops and
prompts you to insert another tape before it continues. Be aware that if bru
(or any front end interface to bru) is used in a noninteractive mode (such as
through a cron command) and the information fills a tape, bru cannot prompt
for a new tape, and automatically overwrites the information it has just
written on the tape. Obviously, this is not a good backup practice, and
backups of large systems made with bru should be performed interactively.

Backup and Restore

The Backup and Restore utilities are front end interfaces to bru. They support
the remote host name and tape device options, and Backup creates a volume
header file listing that Restore uses for recovering the files and directories.
For complete information, consult the Backup(1) and Restore reference pages.
If you are planning to use the IRIS System Maintenance Menu System
Recovery option, you should use Backup or the backup facility of the
graphical System Manager, as those are the only formats accepted by the



Choosing a Backup Tool

System Maintenance Menu. The System Manager is described in detail in the
Personal System Administration Guide.

dump and restore

The dump and restore programs are standard file system backup utilities used
on many UNIX systems. The dump program makes incremental backups of
entire file systems.

Use restore to retrieve files from a dump archive. With restore, you can restore
an entire file system or specific files. It also has an interactive mode that lets
you browse the contents of an archive, select specific files, and restore them.

tar

The tar utility backs up files and directories. You can copy files to tape, create
tar files, compare files on tape to files on disk, read standard input, and pipe
the output of tar to other processes. This command is widely used on UNIX
systems worldwide.

cpio

Like tar, cpio archives files and directories. With cpio, you can copy files to
tape or disk, archive empty directories, swap byte order, create portable
ASCII archives, and read from and write to standard output. cpio is also
useful for copying files and directories when the cp(1) command is unable to
do so. For example, you cannot use cp to copy a directory to a different file
system.

dd

The dd program reads from a specified input file (stdin is the default),
performs whatever conversions you specify, and writes the result to a
specified output file. (stdout is the default.) It is not specifically a backup tool,
but has many extremely useful features, including the ability to:

e skip specific blocks in an archive
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skip blocks of output
change input and output block size
copy a specific number of blocks

perform various data conversions such as byte swapping

Follow these steps when making a backup, no matter which backup utility
you use:

1.

Make sure the tape drive is clean. The hardware manual that came with
your drive should state how, and how often, to clean the drive.

Dirty tape heads can cause read and write errors. New tapes shed more
oxide than older tapes, so you should clean your drive more frequently
if you use a lot of new tapes.

Make sure you have enough backup media on hand. The bru utility has
an option to check the size of a backup, so you can determine if you
have enough media. You can also use such utilities as du(1) and df(1) to
determine the size of directories and file systems, respectively.

Use good-quality media. Considering the value of your data, you
should use the best quality media you can afford.

If you are backing up an entire file system, for example with bru or
dump, run fsck(1M) on the file system to make sure you do not create a
tape of a damaged file system. You must unmount a file system before
checking it with fsck, so plan your backup schedule accordingly.

This step is not necessary if you are backing up only a few files (for
example, with tar).

The default tape device for any drives you may have is /dev/tape. If you
do not wish to use the default device, you must specify a device in your
backup command line.

Label your backups. If you plan to reuse the media, use pencil. Include
the date, time, name of the machine, the name of the utility. The exact
command line used to make the backup (so you’ll remember how to
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extract the files later), and a general indication of the contents. If more
than one administrator performs backups at your site, include your
name.

7. Verify the backup when you are finished. Some utilities (such as dump
and bru) provide explicit options to verify a backup. With other
programs, you can simply list the contents of the archive—this is
usually sufficient to catch errors in the backup.

8. Write-protect your media after you make the backup.
9. Note the number of times you use each tape. It’s sufficient to keep a

running tally on the tape label.

See “Storing Backups” on page 209 for information on safely storing your
backups.

The following sections describe different ways to back up data.

Backing Up File Systems

The following sections describe how to back up file systems. Although this
information is oriented toward file systems, you can also recover individual
files from a file system backup.

A file system backup is most useful for:

* quickly reconstructing a workstation after a hardware failure

* backing up user files on a large multiuser server where the

administrator may not be aware of all the subtleties of the users” data

A file system backup made from the System Manager is useful in
reconstructing a workstation after a disk failure because it contains the
various device nodes and symbolic links used by your system.
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Saving a File System with the System Manager

To make a backup of your system with the System Manager on any system
with a graphical user interface, bring up the System Manager and select the
Backup and Restore icon. From this window, follow the prompts to perform
your backup. A complete set of instructions for this procedure is available in
the Personal System Administration Guide.

Backups made with the System Manager are the easiest to make and use,
and are accessible from the System Maintenance Menu if they are full system
backups. When you make a full system backup, the command also makes a
backup of the files in the disk volume header and saves the information in a
file that is stored on tape. This file is used during system recovery to restore
a damaged volume header.

Saving a File System with bru

The bru command is the shell command used by the System Manager to
create backups. If you are using a server and do not have access to the
graphical System Manager, use bru instead. Backups made with bru are
readable by the System Maintenance Menu and Command Monitor. This
command backs up the /usr file system:

bru -c /usr

Saving a File System with Backup

To back up a file system with Backup, place a tape or other media in the drive.
Make sure the tape is locked in the drive. Enter:

Backup /

The Backup command archives the entire system. You can make a specific file
system backup of /usr by specifying /usr as the directory name. The current
date is saved in the file /etc/lastbackup.

Note: In order to use a Backup tape to restore your system from the System
Maintenance Menu, you must make a full system backup. When you make
a full system backup, the command also makes a backup of the files in the
disk volume header and saves the information in a file that is stored on tape.
This file is used during system recovery to restore a damaged volume
header.
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To use a remote tape drive, use the -h option:

Backup -h guest @l ice.cbs.tv.com/dev/tape /usr/peoplel/ral ph

You must have at least guest login privileges on the remote system in order
to use a remote tape drive. The file /tmp/volhdrlist contains a list of the root
volume header.

Saving a File System with dump

The dump utility archives not only regular files, but also device files and
special files such as links and named pipes. To recover files from an archive,
you use the restore command.The date on which you last ran the dump
program is stored in the file /etc/dumpdates when you specify the u key to
indicate an update.

This command backs up all files on the /usr file system:

dunp O /dev/usr

The dump program is described in further detail in “Incremental Backups
with dump” on page 207.

Saving a File System with dd

This command copies an image of a file system to the default tape device:

dd if=/dev/usr of=/dev/tape

Saving a File System with cpio

To back up a single file system (such as /usr) use the following series of
commands:

cd /usr
find . -nmount -type f -print | cpio -ovBc > /dev/tape
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You may wish to prevent certain directories, such as /usr/tmp, from being
backed up. In this case, you could use a command such as this one (type the
command on one line):

find . -nount -type f -print |

grep -v "~ Jusr/tnp/’ | cpio -ovBc > /dev/tape

This example uses grep to remove all occurrences of ./usr/tmp/ at the
beginning of the line. Put additional grep -v commands in the pipeline to
remove other unwanted files or directories. Because we use the -mount
argument on the find command, we don’t have to worry about data that is
not mounted on /usr.

For more information on this topic, see the reference pages cpio(1), find(1),
and grep(1).

Saving a File System with tar

To back up the /usr file system with tar, use the command series:

cd /usr
tar cv .

Backing Up Individual Files

The following sections provide instructions on backing up files and
directories with the various utilities available to you. As always, it is
recommended that you perform your backups using the graphical System
Manager or with bru. If your backup tape is to be read by a different
manufacturer’s system, however, it is usually best to find out in advance
what formats the receiving system is able to use. tar and cpio are the most
commonly accepted formats worldwide.

Backing Up Files with bru

To back up individual files with bru, enter:

bru -c files

You can specify one or more files. You can also read file names from another
file:
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bru -c ‘cat listfile

Backing Up Files with tar

To back up individual files with tar, use the command:

tar c files

Backing Up Files with cpio

To back up files with cpio, use the command:

cat filelist | cpio -o > /dev/tape

Saving Files by Modification Date

To save specific files that have changed since a particular time, you can use
bru with the -n option. The following command backs up files on the /usr file
system that have been modified since November 26, 1990:

bru -c -n 26-Nov-1990 /usr

Neither tar nor cpio has this capability built in. However, you can use the find
command to archive files that have not been modified in a particular number
of days. With tar:

tar cv ‘find /fusr -ntime 5 -type f -0 -type othertypes -print"
The left quote marks cause the shell to execute the find command, then send
its output to the tar command. The find command locates regular files that

have not been modified in five days.

With cpio:
find /fusr -ntime 5 -depth -print | cpio -00 /dev/tape
The -depth argument causes find to print the name of the directory after

printing the files in that directory. This ensures that cpio has permission to
place the files in the directory in case the directory is read-only.

Listing Files on an Archive

The “table of contents” flag, -t, displays the contents of a bru archive:
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bru -t

You can combine this with the -v option for more information:

bru -tv

" 1

Use up to four “v” arguments for the most verbose output possible.

For tar archives, use the v keyword for verbose listing of the archive
contents:

tar tv

For cpio archives, use the following command to obtain a verbose listing:

cpio -itvl /dev/tape

Estimating Space Required for Backup

Use the -e option with bru for an estimate of how much space is required for
an archive:

bru -e /usr

Saving Files Using Data Compression

You can compress files as are they are archived. Use the -Z flag:
bru -z

bru uses a 12-bit LZW file compression algorithm. Note that not all versions
of bru support LZW compression. If you plan to transfer a bru archive to
another vendor’s workstation, make sure the other version of bru supports
LZW data compression.

If you add the -v option, bru displays the compression ratio for each file (as
a percentage). If you use -t and -Z to display the table of contents of an
archive that contains compressed files, bru displays the current file names
and compressed sizes, instead of the original file names and sizes before
archiving.
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Placing Multiple Backups on a Single Tape

The standard or normal default tape device, /dev/tape, will rewind the tape
after executing a command. To add additional tape files to the tape, you
must use a tape device that will skip forward on the tape and then stop there
without rewinding the tape. This is called the no-rewind tape device.

The default no-rewind tape device is /dev/nrtape.
It is assumed that the default tape drive is being used for this operation.

Caution: If you are not careful when appending files to a tape, you can
overwrite the existing files and these files will no longer be accessible. It is
recommended that you try this procedure on a scratch tape before trying this
on an important tape.

When you use tar to first create a tape archive, all the files written to the tape
are put into a single tape file. At the end of this tape file is an end of file
marker (EOF) and if this is the only tape file, an end of tape (EOT) marker. If
additional files are added to this the tape, they will be placed into a second
tape file after the first tape file’s EOF marker and the final tape file will be
followed by an EOT marker. For a more detailed explanation of this see the
reference page for tps (7M). To add an additional tape file and subsequently
read the tape file, you must skip past the first tape file.

Writing Additional Files to the Tape
There are two ways to write an additional tape file depending on how the
previous tape file was created. These examples will assume that the previous

tape file was created using tar unless otherwise specified.

For the first example, the previous tape file was created using the command:

tar cvf /dev/tape [files]
where [fi | es] is a list of filenames on the tape.

This command writes the files onto the tape into a single tape file. When all
the files are written, this command will cause the tape to rewind.
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Now you want to write a second set of files onto the tape and so you must
skip past the first tape file. To do this you need to use the mt command and
skip to the end of tape marker (feom). This time you will specify the no-
rewind tape device so that when the command is finished, it stops there and
doesn’t rewind back to the beginning of the tape. Once this is done, you can
write your second set of files onto the tape.

nt -t /dev/nrtape feom

tar cvf /dev/tape [files]

This process can be repeated for as many tape files as you wish, constrained
only by the capacity of your tape.

Another way of appending tape files is to use the no-rewind device when
creating the tape files. In this way, the tape is never rewound.

Note: This process will only work if the tape is never removed from the tape
drive and for each tar command issued, the no-rewind device is specified.

tar cvf /dev/nrtape [files]
This process can be repeated for as many tape files as you wish.

If at any time you are unsure of whether or not the tape has been rewound,
follow the instruction in the first example shown above. If the tape has been
rewound and you continue with these steps you will destroy the tar files
written previously.

Reading Multiple Tape Files

Since there are now multiple tape files on the tape, you must skip forward to
find the specific tape file from which you wish to read or extract files. To do
this, you must use the mt command and specify how many tape files you
want to skip forward (fsf #). Two examples of doing this are shown below.

For the first example, it is assumed that you know which tape file contains
the file john_file.

You have 4 tape files on a tape and you want to read the third tape file. This
means you want to skip past the first and second tape files and stop the tape
there so that you can read the third tape file. To do this you need to use the
no-rewind device with the following commands:
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m -t /dev/tape rew nd
n -t /dev/nrtape fsf 2
tar xvf /dev/tape john_file

Note, first you use the mt command to rewind the tape to the beginning to
verify the starting point of the tape. The second time the mt command is used
with the no-rewind device in order to skip past the first two tape files. The
regular tape device is used with the tar command. Once the table of contents
of this third tape file is listed, the tape will rewind to the beginning of the
tape.

For the second example, you have a tape that has many tape files on it and
you want to extract a specific file named john_file, but you don’t know which
tape file contains this file.

You could use the approach discussed above and continue to increase the
number of file to skip past and then list the table of contents for the tape file.
However, in this case, it would be easier to use the no-rewind device each
time you list the table of contents. After each listing of the table of contents
check to see if john_file is in that tape file. If yes, then note which tape file the
file is in and use the mt and tar commands to extract the file. If no, read the
next tape file with the far command.

m -t /dev/tape rew nd
tar tvf /dev/nrtape
tar tvf /dev/nrtape
tar tvf /dev/nrtape

When you have found the correct tape file, then note how many times you
had to execute the tar command. If you found your file after the third tar
command, then the file is in the third tape file. At this point you will want to
rewind your tape with the following command:

nt -t /dev/tape rew nd

To extract this file, you will use the mt command to skip past the first and
second tape file and then use the tar command to retrieve the file as follows:

nm -t /dev/nrtape fsf 2
tar xvf /dev/tape john_file
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Remote Backup and Restore

To perform a backup to a tape device that is attached to a remote machine
(either a Silicon Graphics system, or any UNIX system), you must know:

¢ the name of the machine
¢ the tape device on the remote machine

e the name (preferably un-passworded) of an account on that system.

Note: This procedure assumes that the remote machine is running UNIX
and that it does support the BSD rmt(1M) (remote tape protocol).

Caution: Keep in mind that a backup won’t do you any good if you can’t
recover it when you need it. If you make a backup on a non-Silicon Graphics
machine, then the only way to recover that backup might depend on having
the Silicon Graphics machine running, the non-Silicon Graphics machine
running, and the network operational. You must adequately design and test
your backup recovery procedure before you need it.

If you do not have a user login name without a password, you will have to
set up a .rhosts file on the remote machine. Refer to the reference pages on
hosts(4), rhosts(4), and hosts.equiv(4) for information on setting up a .rhosts
file.

The reference page for each of the various tape utilities describe the method
for accessing a remote tape drive. While it is not necessary for the remote

tape drive to be on a Silicon Graphics system, some thought should be given
to how these backups will be recovered if it is not a Silicon Graphics system.

The following examples use tar(1), bru(1), and cpio(1) to write to a remote
tape drive. In these examples, the <host_name> is the name of the remote
system, and the <tape_device> is the name of the device on the remote
system. On a Silicon Graphics system, this could be /dev/tape, or a device in /
dev/rmt*. If you do not know the name(s) of the available tape devices on the
remote system, contact whoever is responsible for maintaining the system,
or read the reference page on fps(1).
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Using tar

To use tar(1) to write, read, and extract a tape written on a remote system use
the following commands (be sure to type each tar command on one line):

tar cvf guest @host _nane>:/dev/ <t ape_devi ce>
<files_to_backup>

tar tvf guest @host_nane>:/dev/ <t ape_devi ce>

tar xvf guest @host _nane>:/dev/ <t ape_devi ce>

Using bru

To use bru(1) to write, read, and extract a tape written on a remote machine
use the following commands be sure to type each bru command on one line):

bru cvf guest @host _name>:/dev/ <t ape_devi ce>
<files_to_backup>

bru tvf guest @host _name>:/dev/ <t ape_devi ce>

bru xvf guest @host_nane>: / dev/ <t ape_devi ce>

Using cpio

To use cpio(1) to write, read and extract a tape written on a remote machine,
use the following commands (be sure to type each cpio command on one
line):

find <filelist_to_backup> -print | cpio -ovc -Cl1024000 -O
guest @host _name>:/ dev/ <t ape_devi ce>

cpio -itvc -Cl024000 -1 guest @host _nane>:/ dev/ <t ape_devi ce>
cpio -ivc -C1024000 -1 guest @host _nane>:/ dev/ <t ape_devi ce>

It is strongly recommended that full system backups be completed on either
the local tape drive, or on another Silicon Graphics machine.
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Checking an Archive

If you are performing a critical operation, such as changing the size of a file
system, or upgrading hard disks, you should always completely back up the
system.

In addition, you should check the integrity of the archive. Sometimes, a
backup program will appear to function correctly, but the data is incorrectly
copied to the archive.

The following are methods for checking data integrity.

Comparing Archived Files
You can compare files that are archived with the original files.

With bru, use the -d option. For example:

bru -d /usr

If you specify a single -d, bru reports when it discovers that a regular file’s
size or contents have changed since the archive was made.

If you use -dd, bru reports additional differences in modification dates,
access modes, number of links for non-directory files, differences in the
contents of symbolic links, owner IDs, and group IDs.

If you specify -ddd, bru reports additional differences in host devices, major
and minor devices for special files, and time of last access for regular files.

If you use -dddd, bru reports all differences except the time of the last status
change, major and minor device numbers for non-special files, and size
differences for directories. Usually, -dddd provides information that is
meaningful only when verifying a full backup of a relatively static file
system.

You can also compare files using tar:

tar C



Making Backups

You see messages about the status of the files. Each message begins with a
key character (a letter or symbol) that signifies the status of the file in the
archive versus the original file. These characters are shown in Table 6-1.

Table 6-1 tar Comparison Key Characters

Key Meaning:

= The files compare

! The files don’t compare

? Can’t read the disk file

> Disk file doesn’t exist

Linked to an earlier file on the tape
Symbolic link

Block special file

Character special file

9N W

Named pipe

The cpio program does not have a built-in option to compare files. To
compare the files on a cpio archive, you must extract the archive onto disk,
then use a comparing program, such as gdiff(1), diff(1), cmp(1), or dircmp(1),
or compare the checksum (sum(1)) of the extracted file with that of the
original.

Inspecting an Archive for Consistency

The bru program provides an option, -i, to inspect an archive for internal
consistency and data integrity. For example:

bru -i

If you add -vv, bru prints information from the archive header block:
bru -ivv
Neither tar nor cpio provides this sort of check. However, listing the contents

of an archive is usually sufficient. Also, a reasonable check is to extract the
files in the archive whilore sending the output to /dev/null.
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The principal reason to make backups of system files is to protect those files
from loss in the event of human error or hardware failure. When a file is lost,
it must then be restored from a backup. Sometimes entire file systems are lost
and must be reconstructed from backups.

Restoring File Systems

You restore an entire file system if there has been data corruption (for
example, due to bad tracks); if you remade the file system (for example, if
you replaced a disk drive); or if all the files have been accidentally removed.

Restoring a File System From the System Maintenance Menu

If your root file system is damaged and your system cannot boot, you will
need to restore your system from the System Maintenance Menu. This is the
menu that appears when you interrupt the boot sequence before the
operating system takes over the machine. To perform this recovery, you need
two different tapes: your system backup tape and a bootable tape with the
miniroot.

To be used with the System Recovery option of the System Maintenance
Menu, the backup tape must have been created with the System Manager or
with the Backup(1l) command and must be a full system backup (beginning
in the root directory (/) and containing all the files and directories on your
system). Although the Backup(1) command is a front-end interface to the
bru(1) command, Backup also writes the disk volume header on the tape so
that the System Recovery option can reconstruct the boot blocks, which are
not written to the tape using other backup tools.

For information on creating the system backup, see “Backing Up File
Systems” on page 177. For information on creating the bootable tape, see
“Making a Bootable Tape” on page 203.

If you do not have a full system backup made with the Backup command or
System Manager, you will have to reinstall your system if your root or usr file
systems are so badly damaged that the operating system cannot boot.



Restoring Files and File Systems

If you need to reinstall the system to read your tapes, install a minimal
system configuration and then read your full system backup (made with any
backup tool you prefer) over the freshly installed software. Existing files of
the same path name on the disk are overwritten during a restore operation,
even if they are more recent than the files on tape. This procedure should
restore your system to its former state.

1.

When you first start up your machine, you see the following prompt:
Starting up the system...

To perform system mai nt enance instead, press <Esc>

Press the <Esc> key. You see the following menu:

Syst em Mai nt enance Menu
Start System

Install System Software
Run Di agnostics

Recover System

Ent er Comrand Mbnitor

A WNPEF

Enter the numeral 4, and press <Ret ur n>. You see the message:
System Recovery. ..

Press Esc to return to the nenu.

After a few moments, you see the message:

Insert the installation tape, then press <enter>:

Insert your bootable tape or your original distribution (CD or tape) and
press the <Ent er > key. You see some messages while the miniroot is
loaded. Next you see the message:

Copying installation programto disk....
Several lines of dots appear on your screen while this copy takes place.

You see the message:
CRASH RECOVERY
You may type sh to get a shell pronpt at npbst questions.

Rermote or local restore: ([r]enmpote, [l]ocal): [I]
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Press <Ent er > for a local restoration. If your tape drive is on another
system accessible by the network, press r and then the <Ent er > key.
You are prompted for the name of the remote host and the name of the
tape device on that host. If you press <Enter> to select a local
restoration, you see the message:

Enter the nane of the tape device: [/dev/tape]

You may need to enter the exact device name of the tape device on your
system, since the miniroot may not recognize the link to the convenient
/dev/tape file name. As an example, if your tape drive is drive #2 on your
integral SCSI bus (bus 0), the most likely device name is /dev/rmt/
tps0d2nr. If it is drive #3, the device is /dev/rmt/tps0d3nr.

The system prompts you to insert the backup tape. When the tape has
been read back onto your system disks, you are prompted to reboot
your system.

Procedure for System Recovery from a Remote Tape Drive

Ensure that you have a Silicon Graphics distribution tape with installation
tools on it. It will say, Contains Installation Tools.

1.

2
3.
4

Determine the remote tape drive you are using.
Insert the tape in the remote drive.
Execute the mt ret command on all backup tapes you will be using.

You must edit the /usr/etc/inetd.conf file on the remote system with the
tape drive before continuing (each entry below will appear on one
continuous line with commands separated by tabs):

Find this entry:

tftp dgramudp wait guest /usr/etc/tftpd tftpd -s /usr/
| ocal / boot

And change it to read as follows:

tftp dgramudp wait guest /usr/etc/tftpd tftpd

Bring the system you are recovering to the System Maintenance Menu.
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6. Select option5) Command Moni tor from the System Maintenance
Menu.

7. Enter the commands:
setenv netaddr addr ess (address = your internet address)
init
exit
8. Select4) Recover Systemfrom the System Maintenance Menu.

9. Follow the directions for recovering from the backup tapes.

10. When done, exit the program and bring up the system.

Restoring a File System with bru

Complete information on using the bru command and all its options is
available in the bru(1) reference page. This command extracts the entire
contents of a backup tape:

bru -x

Restoring a File System with Restore

The Restore command is a shell script that uses bru to extract files from a
backup. Tapes made using the graphical System Manager can also be read
from the System Maintenance Menu, using Restore. The following are
examples of the Restore command:

Rest ore

You are prompted to insert the tape into the drive. You can recover multi-
volume backups with Restore.

To extract a single file, use this command:

Restore filel

With the -h option, you can specify the tape drive on a different host
workstation:

Restore -h guest@lice.cbs.tv.comfilel

You must have guest login privileges in order to use files from a remote drive.
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Files are restored into the current directory if the backup was made with
relative path names. Relative path names are those that do not begin with a
slash (/) character. Path names that begin with a slash are known as absolute
path names. For example, /usr/bin/vi is an absolute path name. The leading
slash indicates that the path name begins at the root directory of the system.
In contrast, work/special.project/chapter] is a relative path name since the lack
of a leading slash indicates that the path begins with a directory name in the
current directory.

Existing files of the same path name on the disk are overwritten during a
restore operation even if they are more recent than the files on tape.

Restoring a File System with restore

Use restore to recover files and file systems made with the dump program.
There are two ways to use restore:

* interactively

* non-interactively

Use the interactive option to recover moderate numbers of files from a dump

archive. With the interactive feature of restore, you can browse the contents
of a tape to locate and extract specific files.

Use the non-interactive mode to recover an entire backup. For example,
place the backup in the drive and enter:

restore -Xx

Note that you cannot restore an active root file system. If your root file system
is damaged and needs to be completely restored, you should probably
reinstall the system, then rebuild it by extracting selected files from backup
tapes.

Restoring Individual Files

The most common type of restoration you can perform is replacing single
files that have been removed due to human error.
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Restoring Individual Files with bru

To restore an individual file, type:

bru -x fil enane

If the file already exists on the file system, bru compares its modification date
with that of the copy on tape. If the version of the file in the file system is
more recent than the one on tape, bru does not extract the archived file.

To overwrite a file no matter what the modification dates are, use the -u
option. With -u, you must specify what kinds of files to overwrite:

® b for block special files

¢ ¢ for character special files

¢ d for directories

e [ for symbolic links

e p for fifos (named pipes)

e 7 for regular files

For example, to force updating of any regular files on the archive, enter:

bru -xur

Restoring Individual Files with tar and cpio

To recover individual files from a tar archive, specify the name of the files on
the command line:

tar xv filel file2 directory/file3

The cpio command works much the same way; for example, enter:

cpio -id filel directory/file2 < /dev/tape

The -i option causes cpio to read input from the tape drive, and the -d option
causes it to create the directory it is extracting, if it doesn’t already exist.

Restoring Individual Files with restore

To recover individual files from a dump archive, follow these steps:

195



Chapter 6: Backing Up and Restoring Files

196

Place the tape in the tape drive. Make sure it is write protected.

Enter:

restore vi
You see something like this:

Verify tape and initialize maps

Tape bl ock size is 32

Dunmp date: Wed Feb 13 10:18:59 1991

Dunmped from the epoch

Level O dunp of an unlisted file systemon ral ph:/dev/rusr
Label : none

Extract directories fromtape

Initialize synbol table.

restore >>

You are now at the restore> prompt. You can browse the tape with cd
and Is:

restore > Is

You see something like this:

2 * 973 sour ce 1502 net/

2 o 149 d2/ 1445 os/

10 .cshrc 155016 debug/ 1437 proto3.5/
1463 . gama 69899 dev/ 1494 revE

1464 . gant abl es 696 etc/ 2122 stand/

160 .kshrc 137 bi n/ 3 t np/

1540 .lastlogin 1311412 j ake/ 128 uni x

819 .login 424 l'ib/ 128 uni x. debug
820 .profile 9 | ost +f ound/ 4 usr/

To continue browsing, enter the following commands to the rest ore
prompt:

restore > cd etc
restore > pwd

/etc

Start building a list of files that you want to extract. Use the add
command to add the names of the files you want to the extract list:

restore > add fstab

restore > add fsck
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If you enter Is at this point, you see a list of files, and fsck and fstab are
marked with an asterisk to show they will be extracted.

If you want to remove a file from the list of those to be extracted, use the
delete command:

restore > delete fstab

5. To restore the specified files, use the extract command:

restore > extract

Extract requested files

You have not read any tapes yet.

Unl ess you know whi ch vol ume your file(s) are on you
shoul d

start with the last volunme and work towards the first.
Speci fy next volunme #: 1

Mount tape volume 1

then enter tape nane (default: /dev/tape) <Return>
extract file ./etc/fsck

Add |inks

Set directory nmode, owner, and tinmes.

set owner/node for '.’? [yn] n

restore > @

To recover only a few files, you may wish to use the non-interactive options
of restore. For example, enter:

restore -x ./usr/people/ral ph/bus. schedul e ./etc/passwd

This recovers the files bus.schedule and passwd from the archive.

Recovery after System Corruption

From time to time you may experience a system crash due to file corruption.
Systems cease operating (”crash”) for a variety of reasons. Most common are
software crashes, followed by power failures of some sort, and least
common are actual hardware failures. Regardless of the type of system
crash, if your system files are lost or corrupted, you may need to recover
your system from backups to its pre-crash configuration.
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Regardless of the nature of your crash, once you repair or replace any
damaged hardware and you are ready to recover the system, see “Restoring
a File System From the System Maintenance Menu” on page 190.

The System Maintenance Menu recovery command is designed for use as a
full backup system recovery. After you have done a full restore from your
last complete backup, you may restore newer files from incremental backups
at your convenience. This command is designed to be used with archives
made using the Backup(1) utility or through the System Manager. The System
Manager is described in detail in the Personal System Administration Guide.
System Recovery from the System Maintenance Menu is not intended for
use with the tar(1), cpio(1), dd(1), or dump(1) utilities. You can use these other
utilities after you have recovered your system.

Troubleshooting System Crash and Recovery

Caution: This section does not contain step-by-step instructions. The
information in this article provides suggestions or tips designed for the
advanced system administrator.

For more information on system recovery, see the reference pages for
savecore(1M) and crpt(1).

If your system crashes, it will attempt to save the contents of physical
memory to aid in debugging the problem. The savecore command will
recover the information needed to troubleshoot the problem in the directory
fusr/adm/crash. crpt will automatically do some basic debugging and
generate a report about the crash.

savecore

Sometimes, a system error causes the kernel to panic and savecore is called to
save a copy of the contents of system memory. An error message similar to
the following is displayed:

savecore: reboot after panic:
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The contents of system memory is called core dump, and savecore writes the
files to /usr/adm/crash, and writes a reboot message in the shutdown log.
These files are large and can be removed after analysis. Panics can be caused
by software bugs or hardware failures.

To determine the cause of a panic or crash requires some investigative work.
These suggestions may help to isolate what caused the crash:

e Check /usr/adm/SYSLOG for other error messages.

e Save files in /usr/adm/crash to tape before deleting them.

e Contact your support provider.

Running diagnostics and getting a backtrace of the crash can help to isolate
the problem.

* Make sure that versions of the operating system are consistent,
particularly if you recently upgraded system software.

* Remove any third party hardware.
* Run system diagnostics.

¢ Try to isolate what software was running on the machine when it
crashed.

* Examine the core files using crpt (available on some machines).

e Contact your support provider.

For more information on this error, see the reference pages for crpt, dbx(1),
and savecore(1M).

Changing the Default Backup Device

At some point in the life of your workstation, you may choose to add a new
storage media device. If you wish to change the default backup device to use
your new hardware, the following instructions provide complete
information. You can also use the graphical System Manager; it is the
preferred tool for this operation and is described completely in the Personal
System Administration Guide. Note, however, that no matter which method
you use to select your preferred device, installing new system software or
using the MAKEDEV(1M) command may reset the default Backup device.

199



Chapter 6: Backing Up and Restoring Files

200

For more information on adding a storage media device, see “Tape Devices”
on page 263.

Changing Device Nodes Manually

The method of changing the system default tape device is to relink /dev/
nrtape to the desired device.

Jot down in the system log book the name of the current tape device to which
/dev/nrtape is linked. To identify the device, examine the major and minor
device numbers of /dev/nrtape and the device nodes in /dev/mt. Next, remove
the link /dev/nrtape and create a new link to the new device. In this case, the
new device will be mt/tpsOd4. Use the following procedure:

1.

Enter the commands:

cd /dev
I's -1 nrtape

You see something similar to this:
Ccrwrwrw 3 root sys 144, 65 Mar 15 16: 10 nrtape

The major and minor device numbers are 144 and 65, respectively.

Examine the device numbers of all tape devices by entering the
command:

I's -1 m
You see something similar to this:

total O

CrW-r W W
CrWe T W-rT W
CrW- T W T W

root sys 144, 32 Mar 23 1993 tps0d4
root sys 144, 33 Mar 23 1993 tps0d4nr
root sys 144, 35 Mar 23 1993 t ps0d4nrns
CrWTWrw root sys 144, 34 Mar 23 1993 tps0d4nrs
CrW-rWrw root sys 144, 64 Mar 23 1993 tps0d2
crwrwrw 3 root sys 144, 65 Mar 23 1993 tps0d2nr

WNDNDNDN

The device at the bottom of this listing has the matching major and
minor device numbers and therefore must be the device you're looking
for. If more than one device has the correct major and minor numbers,
then either device will do.

Remove the /dev/nrtape link and create the new link with the same
name. Use the commands:
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rm/dev/nrtape
I'n m/tps0d4 /dev/nrtape

Most programs use /dev/nrtape as the default tape device. If a program does
not seem to be working correctly, first ensure that it is using the correct tape
device.

Copying the Software Distribution

From time to time you may need to recover your system from a particularly
bad failure, such as a hard disk failure. For most circumstances, you should
need to use only your existing distribution media to boot your system for
recovery purposes. However, if you have made a complete backup of your
system, including any system files that may have changed in the course of
your system tuning and development, it is a simple matter to restore your
system.

As part of your IRIX software distribution, you received media (tape or CD)
containing the “miniroot.” This media is specially formatted to allow you to
boot the miniroot operating system to allow installation of the IRIX software.

If you do not have constant access to the distribution media, you can make
a bootable tape. This process requires access to the distribution from the
media at least once, or access to a distribution directory. The bootable
software on the distribution is saved in a special format that cannot be
archived like normal files and directories.

Copying the Distribution Media

You may wish to make a copy of your entire distribution media to save wear
on your original distribution. (This is more of a concern for tape media than
for CD-ROM.)

If your distribution media is a compact disc, you must have a CD-ROM

device and a tape drive. If your distribution media is a tape, you must have
either two tape drives, or a tape drive and significant free disk space on your
system. However, if the distribution software already exists in a distribution
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directory on your workstation or another workstation, you can copy it
directly to your new media.

When you are ready to create the new bootable media, you will need your
distribution media and your new tape. To effect a tape-to-tape transfer with
one tape drive, perform the following steps:

1. Use the command:
/bin/su
To become the superuser on your system, you need to know the root
password for the workstation. If the distribution software is present on

a remote system, you should also be logged in to that system as the
superuser.

2. Use the distcp(1M) command to copy the bootable image from the
original distribution media to your disk or new media. The following
example command copies the distribution from the original tape media
to a distribution directory on your system:

di stcp /dev/nrtape /usr/tnp/dist

3. Remove the original media from the tape drive and insert your new
tape. Use the distcpy command to copy the distribution to the tape:

distcp /usr/tnp/dist/* /dev/tape
Your bootable tape should now be ready.

If your system has two tape drives, the distcp command to use is:

di stcp /dev/nrtapel /dev/tape2

If your distribution media is on compact disc, mount the CD-ROM file
system on your system, and use distcp to copy the distribution software to
your tape drive. The following command performs the copy:

di stcp /CDROM di st/* /dev/nrtape

If the distribution already exists in a directory on your system or a network
host, the distcp command is similar to that for a compact disc, except that the
directory where the CD file system is mounted should be replaced with the
name of the host system and the distribution directory on the host system.
The following example command illustrates this:

di stcp hostnane:/dist/* /dev/tape
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For complete information on the use of the distcp and mkboottape commands,
see the distcp(1M) and mkboottape(1M) reference pages.

Making a Bootable Tape

It is likely that a current software distribution will be too large to fit on an
average 1/4 inch cartridge tape. It is often valuable (especially for system
recovery) to have a tape that includes only the stand-alone shell (SASH).
Using this tape, you can boot your system from the System Recovery option
of the System Maintenance Menu and restore your system from full system
backups made with the Backup(1M) command or the System Manager. See
“Restoring a File System From the System Maintenance Menu” on page 190
for more information.

To make a miniroot (SASH) tape, follow the instructions for copying the
distribution but instead of giving the asterisk to indicate all files in the
distribution, specify the sa file alone. For example, from a CD-ROM
distribution, give the following command:

di stcp host nane: / CDROM di st/ sa /dev/tape

You should develop a regimen for backing up the system or systems at your
site and follow it closely. That way, you can accurately assess which data you
can and cannot recover in the event of a mishap.

Exactly how you perform backups depends upon your workstation
configuration and other factors. Regardless of the strategy you choose,
though, you should always keep at least two full sets of reasonably current
backups. You should also encourage users to make their own backups,
particularly of critical, rapidly-changing files. Users’ needs can change
overnight, and they know best the value of their data.

Workstation users can back up important files using the System Manager,
found in the “System” tile on your screen. The System Manager is described
in detail in the Personal System Administration Guide. Make sure users have
access to an adequate supply of media (for example, cartridge tapes),
whether new or used.
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If your media can handle your largest file system with a single volume, you
don’t have to use an incremental backup scheme, though such a system
reduces the amount of time you spend making backups. However, if you
must regularly use multiple volumes to back up your file systems, then an
incremental backup system will reduce the number of tapes you use.

The following sections discuss the different aspects of backing up data.

When to Back Up Data

How often you back up your data depends upon how busy a system is and
how critical the data is. A simple rule of thumb is to back up any data on the
system that is irreplaceable or that someone would not want to reenter.

Root File Systems

On most systems, the root file system is fairly static. You do not need to back
it up as frequently as the /usr file system.

Changes may occur when you add software, reconfigure hardware , change
the site-networking (and the system is a server or network information
service [NIS] master workstation), or change some aspect of the workstation
configuration. In some cases, you can maintain backups only of the
individual files that change, for example, /unix, /etc/passwd, and so forth.

This process of backing up single files is not always simple. Even a minor
system change such as adding a user affects files all over the system, and if
you use the graphical System Manager, you may tend to forget all the files
that may have changed. Also, if you are not the only administrator at the site,
you may not be aware of changes made by your coworkers. Using complete
file system backup utilities, such as the System Manager or bru, on a regular
schedule avoids these problems.

A reasonable approach would be to back up the root partition once a month.
In addition to regular backups, here are some specific times to back up a root
file system:

* whenever you add users to the system, especially if the workstation is
an NIS master workstation

* just before installing new software
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* after installing new software and when you are certain the software is
working properly

If your system is very active, or if you are not the only administrator, you
should back up the root file system regularly.

User File Systems

The /usr file system, which often contains both system programs (such as in
/ust/bin) and user accounts, is usually more active than a root file system.
Therefore, you should back it up more frequently.

At a typical multiuser installation, backing up once per day, using an
incremental scheme, should be sufficient.

Incremental Backups

Incremental backups can use fewer tapes to provide the same level of
protection as repeatedly backing up the entire file system. They are also
faster than backing up every file on the system.

An incremental scheme for a particular file system looks something like this:

1. On the first day, back up the entire file system. This is a monthly
backup.

2. On the second through seventh days, back up only the files that
changed from the previous day. These are daily backups.

3. On the eighth day, back up all the files that changed the previous week.
This is a weekly backup.

4. Repeat steps 2 through 3 for four weeks (about one month).
5. After four weeks (about a month), start over, repeating steps 1

through 4.

You can recycle daily tapes every month, or whenever you feel safe about
doing so. You can keep the weekly tapes for a few months. You should keep
the monthly tapes for about one year before recycling them.
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Incremental Backups with bru

You can use the incremental option bru to create incremental backups. For

example:

1. Create a complete backup of the /usr file system:

bru

-C

2. Each day, back up the files that have changed since the previous daily

backup:
bru -c
bru -c
bru -c
bru -c
bru -c
bru -c
bru -c

-Nn
-Nn
-Nn
-Nn
-Nn
-Nn
-Nn

25-Nov-1992 | usr
26-Nov-1992 | usr
27-Nov-1992 [ usr
28-Nov-1992 [ usr
29-Nov-1992 [ usr
30-Nov-1992 [ usr
1-Dec-1992 [ usr

3. Every week, back up the files that have changed since the last weekly

backup:

bru -c -n 25-Nov-1992 [ usr

Note that the dates listed in the command examples above are place
holders. Use appropriate current dates in your command lines.

4. At the end of four weeks, perform a complete backup and start the
process over.

This is a common incremental backup scheme.

Incremental Backups with tar and cpio

Although tar and cpio do not have built-in mechanisms for incremental
backups, you can use other system commands to accomplish this task.

The following example uses the same incremental scheme as presented in
the preceding section to back up the /usr file system. It uses the find
command to determine which files to archive:

1. Go to the top of the file system that you want to back up. For example:

cd /usr

2. Create a complete backup of the file system. With tar:
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tar cv .
With cpio:
cpio -oLp .

3. Each day, back up the files that have changed since the previous daily
backup. With tar:

find /fusr -ntine 1 -print | tar cvf -
With cpio:
find /usr -nmtinme 1 -print | cpio -pdL

4. Every week, back up the files that have changed since the last weekly
backup. With tar:

find /fusr -nminme 7 -type f -print | tar cvf -
With cpio:
find /fusr -ntine 7 -type f -print | cpio -pdL

5. At the end of four weeks, perform a complete backup and start the
process over.

Incremental Backups with dump

The dump utility is designed for incremental backups, and it archives not
only regular files and directories, but also special files, links, and pipes.

To create an incremental backup, specify an increment number when you
use dump. The dump program archives all files that have changed since the
last appropriate increment and special files such as links and named pipes.
To recover files from an archive, use the restore command.

The dump program is designed specifically to create incremental backups. It
refers to the increments as levels, and each level is assigned a number:

¢ Alevel 0 backup archives all files in a file system.

* Backup levels 1-9 archive all files that have changed since the previous

backup of the same or lesser level.

For example, this command backs up all files on the /usr file system:

dunp O /dev/usr
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This command backs up those files that have changed since the previous
level 0 dump:

dunp 1 /dev/usr

This command archives those files that have changed since the previous
level 1 dump:

dunp 2 /dev/usr

If the next dump command you give specifies level 1, dump backs up the files
that have changed since the last level 0, but not those that have changed
since the last level 2.

This numbering system gives you enormous flexibility so you can create a
backup schedule to fit your specific needs.

Backing Up Files Across a Network

If you are managing a site with many networked workstations, you may
wish to save backups on a device located on a central workstation.

To back up across a network, use the same basic backup commands, but with
a slight change. Enter:

systemname: [ dev/ t ape

If required, specify an account on the remote device:

user@systemname: | dev/ t ape

Users can use a central tape drive from their workstations with this method.
Note that if you are backing up to a remote tape drive on a workstation that
is not made by Silicon Graphics, the device name /dev/tape may not be the
correct name for the tape drive. Always learn the pathname of the tape
device before executing the backup commands.

For example:

tar cvf guest @lice:/dev/tape ./bus.schedul e

or

cpio -ovcO guest @l ice:/dev/tape ./bus.schedul e
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Automatic Backups

You can use the cron utility to automatically back up file systems at
predetermined times. The backup media must be already mounted in the
drive, and, if you want this to be truly automatic, it should have enough
capacity to store all the data being backed up on a single volume. If all the
data won't fit on a single volume, then someone must manually change
volumes.

Here is an example cron command to back up the /usr/src hierarchy to /dev/
tape (tape drive) every morning at 03:00 using bru:

03* * * bru-c -f /dev/tape /usr/src
Place this line in a crontabs file, such as /var/spool/cron/crontabs/root.

This sort of command is useful as a safety net, but you should not rely on
automatic backups. There is no substitute for having a person monitor
backup process from start to finish and properly archive and label the media
when the backup is finished. For more information on using cron to perform
jobs automatically, see “Automating Tasks with at(1), batch(1), and
cron(1M)” on page 29.

Storing Backups

Store your backup tapes carefully. Even if you create backups on more
durable media, such as optical disks, take care not to abuse them.

Do not subject backups to extremes of temperature and humidity, and keep
tapes away from strong electromagnetic fields. If there are a large number of
workstations at your site, you may wish to devote a special room to storing
backups.

Store magnetic tapes, including 1/4 in. and 8 mm cartridges, upright. Do not
store tapes on their sides, as this can deform the tape material and cause the

tapes to read incorrectly.

Make sure the media is clearly labeled and, if applicable, write-protected.
Choose a label-color scheme to identify such aspects of the backup as what
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system it is from, what level of backup (complete versus partial), what file
system, and so forth.

To minimize the impact of a disaster at your site, such as a fire, you may want
to store main copies of backups in a different building from the actual
workstations. You will have to balance this practice, though, with the need
to have backups handy for recovering files.

If backups contain sensitive data, take the appropriate security precautions,
such as placing them in a locked, secure room. Anyone can read a backup
tape on a system that has the appropriate utilities.

How Long to Keep Backups

You can keep backups as long as you think you need to. In practice, few sites
keep system backup tapes longer than about a year before recycling the tape
for new backups. Usually, data for specific purposes and projects is backed
up at specific project milestones (for example, when a project is started or
finished). As site administrator, you should consult with your users to
determine how long to keep file system backups.

With magnetic tapes, however, there are certain physical limitations. Tape
gradually loses its flux (magnetism) over time. After about two years, tape
can start to lose data.

For long-term storage, you should re-copy magnetic tapes every year to
year-and-a-half to prevent data loss through deterioration. When possible,
use checksum programs, such as the sum(1) utility, to make sure data hasn’t
deteriorated or altered in the copying process. If you want to reliably store
data for several years, consider using optical disk.

Reusing Tapes
You can reuse tapes, but with wear, the quality of a tape degrades. The more
important the data, the more precautions you should take, including using

new tapes.

If a tape goes bad, mark it as “bad” and discard it. You should write “bad”
on the tape case before you throw it out so that someone doesn’t accidentally
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try to use it. You should never try to reuse an obviously bad tape. The cost
of a new tape is minimal compared to the value of the data you are storing
on it.

From time to time you will experience backup failures. It is vitally important
that you determine the cause of the failure. Most often, the failure will be due
to worn or faulty media. Proceeding without determining the cause of a
failure makes all your future backups suspect and defeats the purpose of
backups.

Troubleshooting Unreadable Backup Tapes

The reasons a backup tape might be unreadable include:

* the data on the backup tape is corrupted due to age or media fault

¢ the tape head is misaligned now, or was when the backup was made
¢ the tape head is dirty now, or was when the backup was made

* A wrong density tape drive.

¢ The wrong program is being used to restore the tape to disk.

If you suspect the problem is that the tape drive is the wrong density, enter
the command:

m stat
The command will return informati on about the tape drive,
including the drive type.
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Use the following table to determine which tapes that can be read given a
particular tape drive.

Table 6-2 Tapes that can be read given a particular tape drive
Tape Drive Tapes That Can Be Read
QIC150 QIC150, QIC24, QIC 1000
QIC24 QIC24

QIC02 QIC02

If the problem is the wrong program being used to restore the tape to disk,
it is most likely that the tape is mislabeled as to the command used to create
the archive, or you are attempting to restore a System Manager backup onto
arunning system. To install a system backup tape, you must shut down the
system first. A backup made with the System Manager tool can only be
restored by following the directions in “Restoring a File System From the
System Maintenance Menu” on page 190.

The following is a table of commands and tools for making a tape backup
and the corresponding command and tool to restore the backup tape:

Table 6-3 Commands and tools used to backup or restore on tape
Backup Restore
System Manager (Full) prom (monitor menu)

System Manager (Partial) System Manager

Backup bru or Restore (note the upper case
R

tar tar

bru bru

cpio cpio




Troubleshooting

Reading Media from Other Systems

You may not be able to read data created on another vendor’s workstation,
even if it was made using a standard utility, such as tar or cpio. One problem
may be that the tape format is incompatible. Make sure the tape drive where
the media originated is compatible with your drive.

If you are unable to verify that the drives are completely compatible, use dd
to see if you can read the tape at the lowest possible level. Place the tape in
the drive and enter the command:

nm bl ksi ze out put

The mt(1M) command with these options will tell you the blocksize used to
write the tape. Set the blocksize correspondingly (or larger) when you use dd
to read the tape. For example, if the blocksize used was 1024 bytes, use the
command:

dd if=/dev/tape of=/usr/tnp/outfile bs=1024

If dd can read the tape, it displays a count of the number of records it read in
and wrote out. If dd cannot read the tape, make sure your drive is clean and
in good working order. Test the drive with a tape you made on your system.

If you can read the tape with dd, and the tape was created using a standard
utility, such as tar or cpio, you may be able to convert the data format with
dd. Several conversions may help:

* swab-swap every pair of bytes

* sync-pad every input block to ibs

* block—convert ASCII to blocked ASCII

¢ unblock—convert blocked ASCII to ASCII

* noerror-do not stop processing on an error

The dd program can convert some completely different formats:
¢ ascii-convert EBCDIC to ASCII

¢ ebcdic—convert ASCII to EBCDIC

¢ ibm-slightly different map of ASCII to EBCDIC
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Converting case of letters:
® lcase-map alphabetics to lower case

* ucase-map alphabetics to upper case

If the data was written on another vendor’s system, you may be able to
convert it using dd, then pipe the converted output to another utility to
read it.

Many other vendors use byte-ordering that is the reverse of the order used
by IRIX. If this is the case, you can swap them with the following command:

dd if=/dev/tape conv=swab of =/usr/tnp. O tapefile

Then use the appropriate archiving utility to extract the information from /
tmp/tapefile (or whatever filename you choose). For example, use this
command to extract information if the tar utility was used to make the tape
on a byte-swapped system:

tar xvf /fusr/tnp. O tapefile .

Or you can use the no-swap tape device to read your files with the following
tar command line:

tar xvf /dev/rnt/tps0d4ns

Of course, if your tape device is not configured on SCSI channel 4, the exact
/dev/rmt device name may be slightly different. For example, it could be /dev/
rmt/tpsOd3ns.

It is good practice to preview the contents of a tar archive with the t keyword
before extracting. If the tape contains a system file and was made with
absolute pathnames, that system file on your system could be overwritten.
For example, if the tape contains a kernel, /unix, and you extract it, your own
system kernel will be destroyed. The following command previews our
above example archive:

tar tvf /tnp/tarfile

If you wish to extract such a tape on your system without overwriting your
current files, use this command to force the extraction to use relative
pathnames:

tar Rx
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or the corresponding bru command:

bru -j

Errors Creating the Backup

If you see errors on the system console when trying to create a backup, some
causes are:

® The tape is not locked in the drive. You may see an error message
similar to this:

/dev/nrtape rewind 1 fail ed: Resource tenporarily
unavai |l abl e

Make sure the tape is locked in the drive properly. See your Owner’s
Guide if you do not know how to lock the tape in the drive.

¢ File permission problems. These are especially likely with file-oriented
backup programs; make sure you have permission to access all the files
in the hierarchy you are backing up.

¢ The drive requires cleaning and maintenance.
* Bad media; see “Testing for Bad Media” on page 217.

If you encounter problems creating backups, fixing the problem should be
your top priority.

Restoring the Wrong Backup

If you accidentally restore the wrong backup, you should rebuild the system
from backups. Unless you are very sure of what you are doing, you should
not simply restore the correct backup version over the incorrect version. This
is because the incorrect backup may have altered files that the correct backup
won't restore.

In the worst possible case, you may have to reinstall the system, then apply
backups to bring it to the desired state.

Here are some basic steps to recovering a file system. If you used incremental
backups, such as from backup or bru:
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1.

Make a complete backup of the current state of the file system. If you
successfully recover the file system, you will not need this particular
backup. But if there is a problem, you may need to return to the current,
though undesirable, state.

Start with the first complete backup of the file system that was made
prior to the backup that you want to have when you're finished.
Restore this complete backup.

Apply the series of incremental backups until you reach the desired
(correct) backup.

If you accidentally restored the wrong file-oriented backup (such as a tar or
cpio archive):

1.

Make a complete backup of the affected file system or directory
hierarchy. You may need this not only as protection against an
unforeseen problem, but to fill any gaps in your backups.

Bring the system to the condition it was in just before you applied the
wrong backup.

If you use an incremental backup scheme, follow steps 2 and 3 above
(recovering from the wrong incremental backup).

If you use only utilities such as tar and cpio for backups, use what
backups you have to get the system to the desired state.

Once the system is as close as possible to the correct state, restore the
correct backup. You are finished. If the system is in the desired state,
skip the remaining steps.

If you cannot bring the system to the state it was in just before you
applied the wrong backup, continue with the next series of steps.

If you cannot manage to bring the system to the correct state (where it
was just before you restored the wrong backup), get it as close as
possible.

Make a backup of this interim state.

Compare the current interim state with the backup you made at the
outset of this process (with the incorrect backup applied) and with the
backup you wish to restore. Note which files changed, which were
added and removed, and which files remain unchanged in the process
of bringing the system to the desired state.
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Using these notes, manually extract the correct versions of the files from
the various tapes.

Testing for Bad Media

Even the best media can go bad over time. Symptoms are:

e Data appears to load onto the tape correctly, but the backup fails
verification tests. (This is a good reason to always verify backups
immediately after you make them.)

Another tape is then able to back up the data successfully and pass
verification tests.

e Data retrieved from the tape is corrupted, while the same data loaded
onto a different tape is retrieved without problems.

e The backup media device driver (such as the SCSI tape driver) displays
errors on the system console when trying to access the tape.

* You are unable to write information onto the tape.
If errors occur when you try to write information on a tape, make sure the

tape is not simply write-protected. Be sure you are using the correct length
and density tape for your drive.

Make sure that your drive is clean and that tape heads are aligned properly.
It is especially important to check tape head alignment if a series of formerly

good tapes suddenly appear to go bad.

Once you are satisfied that a tape is bad, mark it as a bad tape and discard it.
Be sure to mark it “bad” to prevent someone else from accidentally using it.
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Disks and Tape Drives

Chapter 7 describes the administration of
hard disks and tape drives under IRIX.
Some tasks described in this chapter can
be performed using the graphical System
Manager, described in the Personal
System Administration Guide. Most
IRIX systems use hard disks and tape
drives, and those that do not must be
connected to a system that does use them.
Every Administrator will deal with disk
configuration at some point, and this
chapter describes in detail the method of
performing the following tasks:

*  Disk installation and configuration.
*  Repartitioning a hard disk.
e  Adding swap space to the system.

e Using logical volumes and disk
striping to make the most of your
disk resources.

e Using the bad block tools to
eliminate faulty disk blocks from
your environment.

e Installing, configuring, and
maintaining tape drives.






Chapter 7

Disks and Tape Drives

This chapter covers what you need to know about the disk devices and tape
drives on your workstation or server. All system software and user files are
kept on the hard disk device(s). The cartridge tape device is used primarily
for file system backups and data transfer.

Topics covered in this chapter are:

Identifying disk and tape devices to IRIX so that the system can use
them. See “Identifying Devices to IRIX” on page 222.

General information on the use of hard disks under IRIX. See “Hard
Disks under IRIX” on page 225.

Instructions for adding a hard disk to your system. See “Adding a Hard
Disk” on page 226.

Instructions on using the disk formatting tool. See “Formatting Disks
Using fx” on page 229.

Instructions for changing the partitions for file systems on the disk. See
“Repartitioning a Hard Disk” on page 231.

How to check, increase, and make the best use of system swap space.
See “Swap Space” on page 237.

Instructions for creating logical volumes to allow file systems to grow
over several disks, and how to use disk striping to improve
performance. See “Logical Volumes and Disk Striping” on page 244.

Instructions for using the bad disk block handling tool to remove bad
blocks from your system. See “The Bad-Block Handling Feature” on
page 251.

Instructions for the installation and use of floppy disk drives. See
“Using Floppy Disks Under IRIX” on page 259.

Instructions for the installation and use of tape drives. See “Tape
Devices” on page 263.
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For information on creating and administering file systems, see Chapter 8,
“File System Administration.” For information on backing up data onto
tapes, see Chapter 6, “Backing Up and Restoring Files.” If you are installing
a hard disk or tape drive, see the installation instructions furnished with the
hardware.

Before a disk or tape device can be used with IRIX, it must be made known
to the system. For equipment that comes with your computer, the process of
identifying devices is part of configuration and is done automatically as the
system is booted.

The standard method of handling the identification is through an entry in
the /dev directory of the root file system. Since an entry in a directory is a file
(or another directory), conceptually a disk or tape device is treated as if it
were a file. In practice, there are differences between standard files and
device files, so the latter are referred to as special files.

The following output is the result of the Is -/ command invoked on a user’s
ordinary file and the /dev directory. It shows the difference in structure
between regular and device files. This is a regular file:

STWr----- 1 ral ph raccoons 1050 Apr 23 08: 14 schene. notes

These are device files:

brw ------ 2 root sys 22,32 Apr 15 10:59 /dev/dsk/ dks0d1s01
brw ------ 2 root sys 22,32 Apr 15 10:59 /dev/root

brw ------ 2 root sys 22,38 Apr 12 13:51 /dev/dsk/dks0dlsl
brw------ 2 root sys 22,38 Apr 12 13:51 /dev/usr
CrwW------ 2 root sys 22,32 Apr 15 10:58 /dev/rdsk/ dks0d1s0
CrwW------ 2 root sys 22,32 Apr 15 10:58 /dev/rroot
CrwW------ 2 root sys 22,38 Apr 12 13:51 /dev/rdsk/ dksOdlsl
CrW------ 2 root sys 22,38 Apr 12 13:51 /dev/rusr

The above listing shows that the file scheme.notes is a regular file (indicated
by the dash “-” in the first position of the line) with these characteristics:

e The file has 1050 characters.

e The file name is scheme.notes.



Identifying Devices to IRIX

¢ Itis owned by user ralph who is a member of the raccoons group.

® The owner has read /write permission, group members have read
permission only, and other users have permissions for nothing at all.

The device file listing has some similar information to the listing of a normal
file, but also contains additional information. In the field of a long listing
where a regular file shows the byte count of the file, a device file displays two
numerals called the major and minor device numbers.

Table 7-1 displays the parts of a device filename in bold face to illustrate its

construction.

Table 7-1 Device Name Construction

Device Name

Component

/dev/dsk/dks0d1s0
/dev/dsk/dks0d1s0
/dev/dsk/dks0d1s0

/dev/dsk/dks0d1s0
/dev/dsk/dks0d1s0

/dev/dsk/dks0d1s0

/dev = device files directory
dsk = subdirectory for hard disk files

dks = SCSI device

ips = ESDI device

xyl = SMD device

ipi = IPI device

jag = VME SCSI device (Jaguar disk)

0 = disk controller 0

d0 = main hard disk (d1 for SCSI)
d1 = second hard disk (d2 for SCSI)

s0 = partition 0

The device files shown have the following characteristics:

* Major and minor device numbers appear where the character count
appears in the listing of a normal file.

The major device number is the number of the device controller or
driver; it indicates the device type, such as a terminal or hard disk. It is
also an index into a table of devices in the kernel.
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The minor device number is passed as a parameter to the driver. For
example, an ESDI hard disk device name with a major number of 4 and
a minor number of 0 indicates a primary drive and the root partition.
The major and minor device numbers are found in the inode.

® There are devices that have identical major and minor numbers, but
they are designated in one entry as a block device (a b in the first
column) and in another entry as a character device (a c in the first
column). Notice that such pairs of files have different file names or are
in different directories (for example, /dev/dsk/dks0d1s0 and /dev/rdsk/
dks0d1s0).

* The files are owned by root, and no other user or group has permission
to use them. This means that only processes with the root ID can read
from and write to the device files. Tape devices, floppy drives, and tty
terminals are exceptions to this rule.

In this area, there are distinct differences between block and character
devices. For more information on block and character devices, see the
following section.

Block and Character Devices

Block devices or character devices are identified by the way in which they
are accessed. Block devices are accessed through the integrated page cache,
and character devices are accessed directly. The integrated page cache holds
input to the block device until a predetermined amount of data has
accumulated. Then the data is transmitted all at once. Similarly, only blocks
of data of a certain size are read from a block device. The size of the block is
generally configurable in the kernel. For more information on changing
block sizes and on changing kernel parameters in general, see Chapter 5,
“Tuning System Performance” and Appendix A, “IRIX Kernel Tunable
Parameters.”

When the device is read from or written to in blocks of varying sizes, a
character device name is used. For example, some file maintenance routines
do I/0O in this manner. Character devices are also referred to as raw devices.
The device file directory listing in “Identifying Devices to IRIX” on page 222
gives an example of the naming difference: the raw device name of the disk
drive is in directory /dev/rdsk, where the r indicates raw.
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Hard Disks under IRIX

IRIX offers a choice of five disk interfaces: SMD, ESDI, SCSI, JAG, and IPL
These drives provide maximum flexibility in meeting mass storage
requirements.

Each kind of disk drive is managed by a controller. Each type of controller
can support a fixed number of drives. Your workstation can support a fixed
number of controllers. (For the number and type of controllers supported by
your model of workstation, see your hardware owner’s guide.) The different
types of controllers support the following number of disks per controller:

e SCSI (built-in controller plus one or more additional controllers):
7 disks per controller

e ESDI (up to 2 controllers): up to 4 disks per controller
e  SMD (up to 4 controllers): 4 disks per controller

* JAG (up to 6 controllers): 14 disks per controller

e IPI (up to 4 controllers): 16 disks per controller

Table 8-2 provides a look at the relative, best-case characteristics of each

interface.

Table 7-2 Disk Drive Performance

Disk Form Factor Avg. Seek  Transfer Rate Raw Data Rate
SCSI 5-1/4” or 3.5” 16 ms .5-1.5MB/sec  1.25-2.50MB/sec
VME/SCSI 5-1/4” 16 ms 5-1.5MB/sec  1.25-2.50MB/sec
VME/ESDI 5-1/4” 16 ms 9-1.7MB/sec  1.25-2.50MB/sec
VME/SMD 8” 16 ms 2.0-21MB/sec  3.0MB/sec
VME/IPI 8” 16 ms 3.6MB/sec 6.0MB/sec

Note: Average seek time may vary, and the Transfer Rate column indicates
sustained data transfer through the file system measured for sequential
reads. Your perceived performance will probably not match these figures.
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Rates vary for different types of drives within each class. Larger drives tend
to be faster. Other drives and some types of systems will be slower.

The process of adding a hard disk to your system does not end when the disk
hardware has been installed and the system powered up again. There are

software operations that must be performed to allow IRIX to see the new
disk.

Configuring SCSI Disks With Add_disk(1M)

The Add_disk(1M) command performs all the necessary software operations
to configure your system to use your new SCSI disk on your integral SCSI
controllers. Add_disk cannot be used on VME bus SCSI controllers. For
Jaguar disks attached to VME controllers, use MAKEDEV(1M) and
mknod(1M). Most systems have only integral SCSI controllers, and are
eligible to use Add_disk. If you are not sure if your SCSI controllers are
eligible, use the hinv(1M) command to check your SCSI controller. You can
use Add_disk if the entry for your SCSI controller indicates an integral
controller, such as the following:

Integral SCSI controller 0: Version W33C93A, revision 9

The syntax of the command is:

Add_di sk [ controller number] [ disk number]

If you are adding a second disk on controller 0 to your system, you do not
have to specify the disk or controller number, as adding disk 2 on controller
0 is the default. If you are adding a third (or greater) disk, or if you are
adding a disk on a controller other than controller 0, you must specify the
disk and controller.

Add_disk checks for valid file systems on the disk, and if any file systems are
present, you are warned and asked for permission before the existing file

systems are destroyed and a new file system is made.

The Add_disk command performs the following tasks:
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* Links the appropriate device files
* Creates a file system on the disk
¢ Creates the mount directory

* Mounts the file system

* Adds the mount order to the /etc/fstab file

Configuring Disks With MAKEDEV(1M)

If you need to create hard disk or other device files, use the MAKEDEV(1M)
command:

/ dev/ MAKEDEV

MAKEDEYV with no arguments creates the standard set of device files in the
/dev directory. You can create specific types of device files by supplying the
appropriate arguments to MAKEDEYV. This is a list of the disk devices that
MAKEDEYV can create:

ips Creates special files for ESDI disks connected to an
Interphase ESDI disk controller. See ips(7M) for details.

ipi Creates special files for IPI disks connected to a Xylogics IPI
disk controller. See ipi(7M) for details.

dks Creates special files for SCSI disks. See dksc(7M) for details.

jag Creates special files for Jaguar VME/SCSI disks. See
jag(7M) for details.

xyl Creates special files for SMD disks connected to a Xylogics

SMD disk controller. See xyl(7M) for details.

disk Creates all the disk device special files for the dks, ips, ipi,
and xyl drives, and then creates links by which you can
conveniently reference them without knowing the
configuration of the particular workstation.

The links root, rroot, swap, rswap, usr, rust, vh and rvh are
created to reference the current root, swap, usr, and volume
header partitions. Note that if you have changed the
partitions, for example by extending them using logical
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volumes, these links will not be correct for your system and
you must make them by hand. Use the [ink(1M) command
to link the disk partitions to the appropriate names.

links Creates both disk and tape devices.

For a complete list of MAKEDEYV options, see the MAKEDEYV reference page.
For a list of tape device options, see “Tape Devices” on page 263.

You may need to create specific files that are not created by MAKEDEYV; for
example, if you have extended a partition using a logical volume, use the
mknod(1M) command.

The general format of the mknod command is:
nknod wname b | ¢ major minor

nknod name p

The options of mknod are:

name Specifies the name of the special file.
b Specifies a block device.
c Specifies a character device. The OR sign ( | ) indicates that

you must specify one or the other.

major The major number indicates a device type that corresponds
to the appropriate entry in the block or character device
switch tables.

minor The minor number indicates a unit of the device. It
distinguishes peripheral devices from each other.

p Specifies the special file as a first-in, first-out device. This is
also known as a named pipe.

When you format a disk you write basic address information and timing
marks, and you identify bad areas on the disk (called bad blocks). This type of
formatting should never be performed on SCSI disks. When you partition
the disk, you divide the disk into various logical units. Partitioning can be
done on any disk.
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Formatting Disks Using fx

Many drive manufacturers ship their drives preformatted, and no further
formatting is necessary. This is true of virtually all SCSI disks. However, if
you must format a disk, use the fx(1M) command with the -x option to allow
it to write to the disk. For disks, fx formats both sides of the disk into tracks
and sectors that can be addressed by the disk controller. A portion of the disk
called the disk label is reserved for data associated with the disk layout. For
complete information on disk labels and their contents and management, see
the fx(1M) reference page. The volume table of contents (vtoc) resides in the
disk label. The vtoc (also called the volume header) shows how the
partitions on the disk are allocated. On a hard disk, labels also map portions
of the disk that may not be usable. Formatting a previously used disk, in
addition to redefining the tracks, erases any data that may be there.

The utility prtvtoc(1) is used to print out the current vtoc.

Formatting a New Disk

From time to time, you may find that you must install a new disk completely
from scratch. The new disk may have no formatting or partitioning
information on it at all. To format the disk and create partitions and file
systems, perform the following steps:

1. Bring the system up into the System Maintenance Menu. Choose option
5 to enter the Command Monitor.

2. Once in the Command Monitor, give the hinv command and determine
the correct piece of hardware from which you will boot fx. For example,
a system with an IP19 (ARCS) processor and a single CD-ROM drive on
SCSI address 4 would use the device dksc( 0, 4) . For the remainder of
this example, we will use that device, although your device may be
different. If your device is different, use your device information where
applicable. See Appendix A of the Software Installation Administrator’s
Guide for a complete listing of all appropriate commands to boot fx
from CD-ROM.

3. Insert a CD containing the installation tools into your system’s CD-
ROM drive. (If you have a tape drive, insert a tape with installation
tools. If you are installing over a network connection, have the network
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10.

address of the workstation with the installation tools available. For
detailed information on installations, see the Software Installation
Administrator’s Guide.)

Give the following command in the Command Monitor:
boot -f dksc(0, 4, 8)sashARCS dksc(0, 4, 7) stand/ f x. ARCS - -x

You see the following messages and prompts. Your expected responses
arein bol d f ace type. These responses (and the default prompts) select
the first disk:

SE Version 5.1 ARCS Nov 19, 1993

fx: "device-nane" = (dksc) <Enter>
fx: ctlr# = (0) <Enter>

fx: drive# = (1) <Enter>

...opening dksc(0, 1)

...controller test...K

Scsi drive type == CDC  94171-9 0184

---pl ease choose one(? for help) .. to quit this nenu)---
[exi]t [ d] ebug [1]abel [a]uto
[ b] adbl ock [exe]rcise [r]epartition [f]ormat

Select the auto command, and your disk will be prepared for file
systems with a default set of partitions. To perform custom formatting,
please refer to the fx(1M) reference page for complete instructions.

Once the formatting and partitioning is complete, exit fx and choose the
option "Install System Software" from the System Maintenance Menu.
The Install System Software option brings up inst(1M).

Once in inst, choose option 10, the admin option, from the inst main
menu.

When you see the Administrative Commands Menu, choose option 10,
the mkfs option, to make file systems on the disk you previously
formatted with fx.

When the file systems have been made, you may proceed with your
installation.

Complete information on using inst(1M) and on booting inst from a variety
of media (local and remote CD-ROM network distribution directories) is
available in the Software Installation Administrator’s Guide and the inst(1M)
reference page.
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Repartitioning a Hard Disk

Partitions on the hard disk devices on your workstation are allocated in a
standard arrangement. The arrangement varies according to the number of
disk drives that you have and the size of those drives.

The first disk is typically partitioned to accommodate the root, swap, and /usr
partitions. Other disks may be partitioned to add additional space to the file
systems based on the first disk, or may be partitioned into entirely new file
systems.

The default partitions are generic in nature and should be evaluated by the
system administrator. After your system has been in operation for a few
months, you may decide that a different arrangement would better serve
your users’ needs.

Changing Hard Disk Partitions

This section describes how to change disk drive partitions. Once disks have
been formatted and partitioned, these partitions may be used as file systems,
parts of a logical volume, or as raw disk space.

Follow these steps before changing any partition:

1. If there is any valuable data on the disk to be repartitioned, make a
complete backup using either the System Manager or the Backup(1)
utility. The System Manager is the preferred utility and is described
completely in the Personal System Administration Guide. Only backups
made with Backup(1) or the System Manager will be available to the
system from the System Recovery menu of the System Maintenance
Menu. Other utilities require a full system installation to operate
correctly. Repartitioning will make the current data on your disk
inaccessible.

2. Make sure that the disk drive to be partitioned is not in use. That is,
make sure that no file systems are mounted and no programs are
accessing the drive.

The disk should be partitioned according to the use of the drive. Many users

use the disk just as a single shared file system. Other users may want to have
a smaller partition for private work. Before starting the partitioning process,
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determine how much space is available on the drive, and then decide how
to divide up that space.

You can partition the disk into as many as 16 sections, each one of any size.
The size of a partition is measured in 512-byte blocks. Partitions are
numbered starting at 0. Partition numbers 8, 9, and 10 are reserved for
internal information.

As an example, you will repartition a 380MB SCSI drive to raise the size of
the root partition. First, use prtvtoc(1) to print out the current information
about the drive:

prtvtoc /dev/dks/dks0Odlvh

The output looks like this:

* [ dev/ dsk/ dksOdlvh (bootfile "/unix")
* 512 byt es/ sector

* 45 sectors/track

* 9 tracks/cylinder

* 1558 cylinders

* 7 cylinders occupi ed by header
* 1551 accessible cylinders

*

*

No space unal |l ocated to partitions

Partition Type Fs Start:sec (cyl) Size:sec (cyl) Munt Dir

0 efs yes 2835 (7) 32400 (80) /
1 raw 35235 (87) 81810 (202)
6 efs yes 117045 (289) 513945 (1269) [/ usr
7 efs 2835 (7) 628155 (1551)
8 vol hdr 0 (0) 2835 (7)
10 vol ume 0 (0) 630990 (1558)

If prtotoc fails, use hinv(1) to make sure that you are examining the correct
drive, or use fx(1) to make sure that the drive is formatted.

Look at the size column for partitions 0, 1, and 6. In this example, you have
32400 + 81810 + 513945 = 628155 sectors to use. (Recall that a sector is a 512-
byte block.) Look at the start sector numbers, and notice that partition 7
overlaps 0, 1, and 6. Partition 0 is your root file system, and is mounted on
the system’s root directory (/). Partition 1 is your system’s swap space, and
is used by the IRIX kernel. Partition 6 is your /usr file system, and it is
mounted on the /usr directory. In this example, you will take space from the
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/usr file system and expand the root file system. Remember to back up any
data you wish to preserve.

Now bring the system down and boot fx from the Command Monitor.
Choose option 5 from the System Maintenance Menu. You see the Command
Monitor prompt:

>>

Enter the following command at the Command Monitor prompt:

boot stand/fx --x

Next you see the initial fx prompts:

fx: "device-nanme" = (dksc)

fx prompts you for each part of the disk name. You are offered a default
option for each part of the disk name. The default option is dksc, which
indicates a SCSI disk. To choose the default option, simply press <Ret ur n>
at the prompt. To specify another disk type, enter the appropriate part of the
disk name at the prompt. For example, at the first prompt, you might want
to enter ipi if you are repartitioning an ipi disk, as opposed to a SCSI disk.

You see several other prompts of the type shown above before you see the
first fx menu. The prompts ask you to specify the disk controller number and
drive number. The default values at these prompts always specify the root
disk of the workstation or server. Once you have specified the controller and
disk number, you see the fx main menu:

---- please choose one (? for help. .. to quit this nmenu)----
[exi]t [ d] ebug/ [1]abel/
[ b] adbl ock/ [exe] rcise/ [r]epartition/

f x>

The exit option quits fx, while the other commands take you to sub-menus.
(The slash [/] character after a menu option indicates that choosing that
option leads to a sub-menu.) For complete information on all fx options, see
the fx reference page. To partition the drive, choose the [ r] epartition
option by entering r and then pressing <Ret ur n>. Next you see the volume
table of contents for the root disk, or the disk you specified when fx was
started, followed by the repartition menu:

----- partitions-----
part type cyls bl ocks Megabyt es(base+si ze)
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0: efs 7+80 2835+32400 1+16

1: rawdata  87+202 35235+81810 17+40

6: efs 289+1269 117045+513945 57+251

7: efs 7+1551 2835+628155 1+307

8: vol hdr 0+7 0+2835 0+1

10: entire 0+1550 0 + 630990 0+308

capacity is 631017 bl ocks

---- please choose one (?for help .. to quit this nmenu)----
[ro]otdrive [o] ptiondrive [re]size [ e] xpert

fx/repartition>

Choose the resize option to change the size of partitions on the disk. You see
the following warning message:

Warning: you will need to re-install all software and
restore use data from backups after changing the partition

I ayout. Changing partitions will cause all data on the drive
to be lost. Be sure you have the drive backed up if it
contai ns any user data. Continue?

Answery to continue with the repartition. You see the next warning
message:

After changing the partition, the other partitions will be
adjusted around it to fit the change. The result will be

di spl ayed and you will be asked whether it is OK before the
change is comitted to disk. Only the standard partitions
may be changed with this function. Type ? at pronpts for a
list of possible choices.

fx/repartition/resize: partition to change = (swap)

The prompt after the warning message offers the swap space partition as the
default partition to change, but in this example we will designate the root
partition to be resized. Enter r oot and press <Ret ur n> at the prompt. You
see the current information for the root partition:

current: type efs base: 7 cyls, 2835 bl ks 1M
len: 80 cyls, 32400 bl ks 16 M
fx/repartition/resize: partitioning nethod = (nmegabytes)

Press <Ret ur n> to use megabytes as the method of repartitioning. Other
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options are to use percentages of total disk space, numbers of disk blocks, or
numbers of disk cylinders. Megabytes and percentages are the easiest
methods to use to partition your disk. Next you see the following prompt:

fx/repartition/resize: size in nmegabytes (max 307) = (16)

Now you must select the new size of the root partition. The default option
presented to you is to retain the current size of 16MB. For this example, we
will increase the size to 20MB. Enter 20 at the prompt and press <Ret ur n>.
Next, the new partition map is displayed:

----- partitions-----

part type cyls bl ocks Megabyt es
0 efs 7+101 2835+40960 1+20

1 rawdata 108+180  43795+73250 21+36

6 efs 289+1269 117045+513945 57+251

8 vol hdr 0+7 0+2835 0+1

10 entire 0+1558 0+630990 0+308

Use the new partition layout? (no)

Note that the 4 megabytes that you added to your root partition were taken
from the swap partition. Ultimately, we want those megabytes to come from
the /usr partition, but for the moment, accept the new partition layout. Enter
yes at the prompt and press <Ret ur n>. The new partition table is printed
again, along with the total disk capacity. Then you are returned to the
repartition menu. Select resize again to transfer space from the /usr partition
to the swap area.

fx/repartition>resize

You see the same warning messages again, followed by the prompt:

fx/repartition/resize: partition to change = (swap)

This time press <Ret ur n> to change the size of the swap partition. You see:
current: type rawdata base: 108 cyls, 43795 bl ks 21 Mo
len: 180 cyls, 73250 bl ks 36 M

fx/repartition/resize: partitioning nethod = (negabytes)

Press <Ret ur n>again to use megabytes as the method of repartition. You see
the following prompt:

fx/repartition/resize: size in negabytes (max 307) = (36)
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Since we added 4 megabytes to expand the root file system from 16 to 20
megabytes, enter 40 at this prompt to expand the swap space to its original
size. (If your system is chronically short of swap space, you can take this
opportunity to add some space by entering a higher number.) Press

<Ret ur n> after you enter the new size of the partition. You see the new
partition table:

----- partitions-----

part type cyls bl ocks Megabyt es
0 efs 7+101 2835+40960 1+20

1 rawdata 108+202 43795+81920 21+40

6 efs 310+1247 125715+505275 61+247

8 vol hdr 0+7 0+2835 0+1

10 entire 0+1558 0+630990 0+308

Use the new partition |layout? (no)

Note that the partition table now reflects that 4 megabytes have been taken
from partition 6 (/usr) and placed in the swap partition. Enter yes to accept
the new partition table and press <Ret ur n>. The new partition table is
displayed again. Enter . . at the prompt to move back to the fx main menu.
Once you see the main menu, enter exi t to quit fx.

Your disk is now repartitioned, but new file systems must be made on the
partitions. Boot inst(1M) from your distribution media or over the network
and choose the admin option from the main menu. From the admin menu,
choose the mkfs option to make new file systems on your root and /usr file
systems before you reinstall your software and user files. The commands
you use are similar to these:

nkfs /dev/dsk/ dks0d1s0
nkfs /dev/dsk/dks0dls6

When this is done, boot your system and enter the System Recovery menu
of the System Maintenance Menu. From this menu, you should be able to
recover your system using the Backup(1) or System Manager backup tape
you made earlier. If you did not back up your system using one of those two
options, you must reinstall the operating system on your disk and then use
the utility you used to make the tape to restore your files.
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Swap Space

The IRIX operating system uses a portion of the disk as swap space for
temporarily saving part or all of a user’s program when there is not enough
physical memory to contain all of the running programs. If you run many
very large programs, you might run out of swap space.

Use swap -1 to monitor swap space use. If you find that you are running out
of swap space, two solutions are available: you can add more memory, or
you can add more swap space. Adding swap space does not improve the
performance of large programs, but it permits them to run successfully.

IRIX allows programs occupying more space than the system limit to run,
since each program is only partially loaded into memory at any given time.
One of the effects of this policy is that IRIX has to preallocate swap space
based on likely future usage, and sometimes this prediction is incorrect.
When the swap space is actually needed, IRIX allocates the most convenient
available space, not the actual space allocated. So the physical allocation is
separate from the accounting allocation.

If your system preallocates all your swap space, but the space has not yet
been used, it may appear that your system is running out of swap space
when it is not. It is possible that your system has simply preallocated the
rights to future swap space to existing processes, and no new processes can
allocate space due to the strict swap space accounting in this version of IRIX.

In previous versions of IRIX, available swap space accounting was collected,
but ignored by default. If a system actually ran out of physical swap space
and more swap space was immediately needed, the system made the space
available by terminating processes with low priority (such as batch jobs).
This strategy is call “lazy” accounting. The kernel tunable parameter
availsmem_accounting could be set to enforce strict swap space accounting.
The drawback of lazy accounting is that when IRIX runs out of physical
swap space, processes are terminated before they are complete.

In the current version of IRIX, strict swap space accounting is always in
effect, but the ability to add both physical and virtual swap space through
ordinary system files allows the administrator to add swap space or to
effectively turn off strict swap space accounting, without having to either
repartition the disk or reconfigure and reboot the system.
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If your system is experiencing processes being denied stack growth or new
processes due to a stated lack of swap space, and you believe that there is
adequate physical space, add the following entry to your /etc/fstab file:

/usr/swap swap swap pri =4, vl engt h=204800 0 O

Then give the command:

nkfile -v Ob /usr/swap

The file (/ usr / swap) will be zero-length, so you have added only virtual
swap space, and no real swap area. Your kernel should then allow more
processes to execute. However, when an attempt is made to access more than
the system limit, IRIX swaps the largest running program out of memory.

To determine how much swap space is already configured in your
workstation, use the swap(1M) command:

swap - |

If you are running applications that require the system to swap out
programs frequently, you may also want to fine-tune the swap area of the
disk used by the operating system. For more information on this process, see
Chapter 5, “Tuning System Performance.”

Swap -s command

The swap -s command is a very useful tool for determining if you need to add
swap space of some sort. The output of the swap -s command looks
something like:

total: O allocated + 64248 reserved = 64248 bl ocks used,
17400 bl ocks avail abl e

Where the fields displayed are as follows (see the swap(1M) reference page
for more details):

allocated The number of 512 bytes blocks allocated to private pages
(for example, pages that contain data that is in use.)
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reserved The number of 512 byte blocks currently allocated but not
yet marked as private pages (the space has been claimed,
but is not yet being used.)

blocks used The number of 512 byte blocks either allocated or reserved
(the total number of allocated and reserved blocks)

blocks available
The number of 512 byte blocks available for future
reservation and allocation (the total swap shown by the
swap -l command less the number of blocks used)

Given the following sample swap -s output:

total: O allocated + 34200 reserved = 34200 bl ocks used,
47448 bl ocks avail abl e

It can be seen that 0 swap blocks are in use, 34200 have been reserved, but
not used, which leaves 47448 blocks available for reservation. So, at this
point in time, the system above is not swapping, but the programs running
on the system have requested approximately 17 Megabytes of swap space,
just in case they will need to grow.

Note: 10000 blocks is approximately equal to 5 Megabytes

Many applications reserve what is known as virtual swap space. That is,
they request more memory than they will ever need to grow into. The actual
size of the application is the amount of physical system resources that the
application is utilizing. The virtual size of the application is the amount of
system resources it is utilizing plus the amount of extra resources requested
butnot in use. This is the case in the above example; space has been reserved,
but is not in use.

Negative swap space

Let’s look at another example of swap -s output:

total: 41920 allocated + 58736 reserved = 100656 bl ocks
used, -19400 bl ocks avail abl e

It may seem worrisome that the swap space available is a negative number.

What this means, though, is that some of the allocated/in use pages are
located in main memory (RAM). The swap -s output does not take main
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memory into account. The data that is shown in the negative is actually data
that is contained in system memory.

It appears that approximately 20 Megabytes of physical swap space is in use,
as shown by the amount of allocated space. Therefore, the system is not out
of physical swap space. If there was no more physical swap space, the
number of allocated blocks would be very close/the same as to the number
of blocks reported by the swap -I command. Approximately 30 additional
Megabytes of swap space has been requested, shown by the requested field,
giving a total of 50 Megabytes requested and /or in use. This appears to leave
us with an overrun of 10 Megabytes.

Another way to think of that negative number is that the negative number is
the amount of physical swap space minus the number of blocks used
(allocated + requested). So, as long as this total is less negative than
approximately the amount of physical memory (obtained from the hinv
command) that you have, you have not overrun your system.

The following example shows swap -s output of a system that has most likely
come to its swapping limit:

total: 76920 all ocated + 23736 reserved = 100656 bl ocks
used, -19400 bl ocks avail abl e

Notice that the total numbers are the same, but the number of allocated
blocks is much higher. If the swap -1 in this example were to report 81000
blocks of physical swap space on the system, it is easy to see that there are
only 4000 physical blocks that are not in use.

If swap -s reports a negative number, increase virtual swap when your
system is not near its physical limits. This will allow your system to allocate
space to those applications that grab more space than they actually need. To
do this you can turn on virtual swapping by executing the following
commands:

su
chkconfig vswap on
/etc/init.d/ swap start

This will allocate more swap space, or space that can be reserved, but not
allocated. Please see the /etc/init.d/swap file and the swap(1M) reference page
for more information.
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If virtual swapping is already chkconfig’d on or if the number of allocated
blocks is approaching the number of blocks reported by the swap -I
command, the only way to remedy the situation would be to add more
physical memory or swap space. Please see the swap(1M) reference page for
more information regarding adding swap space (whether through another
disk partition or a swap file).

Increasing Swap Space on a One-Disk System

Suppose you don’t have the luxury of a multiple-disk system. This section
explains how to increase the size of the swap partition on a single disk. You
can increase your available swap space by repartitioning your disk, as
described earlier in this chapter, or you can add space with the swap(1M)
command.

The swap(1M) command allows you to designate a portion of any disk
partition as additional swap space. You can add swap space at any time and
delete the new swap space when you no longer need it. There are several
options available with this command, and the command is described
completely in the swap(1M) reference page, but the most convenient method
to use is to specify a normal system file as additional swap space.

To specify a file as additional swap space, you first create an empty file of
appropriate size with the mkfile(1M) command. For example, if you wish to
add 10 megabytes of swap space to your system, and you wish that space to
be taken from the /usr file system, use the following mkfile command:

nkfile -v 10m/usr/tnp. O nor eswap

In this command, the -v option directs mkfile to be verbose in its output to
you, which means that you see the following message as a confirmation that
the file has been created:

/usr/tnmp. O noreswap 10485760 bytes

If you do not specify the -v option, mkfile does its work silently. The second
field in the mkfile command is the size of the file. In this case, 10m specifies a
file that is 10 megabytes in size. You can use b, k, or m as a suffix to the size
argument to indicate that the size number is in bytes, kilobytes, or
megabytes, respectively. For example, the following commands all produce
files of 10 megabytes:
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nkfile -v 10485760b /usr/tnmp. O noreswap
nkfile -v 10240k /usr/tnp. Q noreswap
nkfile -v 10m /usr/tnp. O nor eswap

Once your file is created, you can use the swap command to add it as
additional swap space on the system. When you make your file, be certain
that the file resides in the file system from which you wish to take the space.
The /usr/tmp.O directory is a good place to use if you wish to use space from
the /usr file system. Typically /usr will have more available space than the
root file system (/). Note, however, that you can also use file systems
mounted remotely via NFS. Complete information on using remote
mounted file systems for swap space is available in the swap(1M) reference

page.
To begin using your new file as swap space, give the following command:

/sbin/swap -a /usr/tnp. Q noreswap

The -a option indicates that the named file is to be added as swap space
immediately. To check your new swap space, use the command:

swap -1
This command lists all current swap spaces and their status.

To make your new swap file permanent (automatically added at boot time),
add the following line to your /etc/fstab file:

/usr/tnp. O noreswap swap swap pri=3 0 O

Note that if you create a swap file in the /fmp directory of your root file
system, the file is removed when the system is booted. The /usr/tmp.O
directory of the /usr file system is not cleaned at boot time, and is therefore a
better choice for the location of swap files. If you wish to create your swap
files in the root file system, first create a /swap directory, and then create your
swap files within that directory.

Increasing Swap Space on a Multidisk System

Adding more swap space to a multidisk system can be done just as if you
were adding space on a single disk system. You can always use the mikfile(1)
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and swap(1M) commands to add a swap file to your system. However, if you
wish to add dedicated swap space in a new disk partition, follow the
instructions below.

To double the default amount of swap space, you can use another disk drive
as follows:

Partition/slice

0 Tenporary space (nount as /tnp)
1 Swap space
6 usr2

Note that the operating system continually writes onto the partition that is
used as swap space, completely destroying any data that might exist there.
Be sure that the swap partition does not overlap any user file system
partitions. Verify the size of the swap partition in blocks.

Once you choose a partition, create the file /efc/init.d/addswap to add this
partition permanently as a swap partition. Place a line of the following form
in the file:

swap -a /dev/dsk/devicenane 0 | ength

The argument devicename is the device name where the swap partition is
located (such as ips0d1s1), and length is on blocks. Once you create this file,
use the chmod(1) command to enable execute permission on the file. The
command is:

chnod +x addswap

Next, create a symbolic link to the new file with the command:

In -s ./addswap ../rc2.d/ S59addswap

The /etc/rc2.d directory controls the system activities that take place when the
system boots into multiuser mode (run level 2). The “S” at the beginning of
the symbolic linkfile that you created indicates that the commands in the file
should be started when the system initiates this run level. Symbolic link files
that begin with the letter “K” indicate that the commands described in the

file should be killed. The number following the S or K at the beginning of the
linkfile name indicates the sequence in which the commands are executed.

You can also modify the file /etc/fstab to document (in the form of a comment)
that the chosen partition is being used as a swap partition.
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The previous section discussed the use of partitions, which cause one disk
drive to behave as if it were several smaller drives. Several partitions may be
built up into one logical disk drive through the use of logical volumes. A
logical volume might include partitions from several physical disk drives
and, thus, be larger than any of your physical disks.

These logical volumes behave like regular disk partitions. File systems can
be created on them just as on a regular disk, and then mounted and used in
the normal way. The only difference is that they can be built from several
partitions and across more than one physical disk device. A logical volume
disk driver, referred to as v, maps requests on logical volume devices onto
the underlying physical devices, in a manner transparent to the user.

The drawback to logical volumes is that all disks must function correctly at
all times. If you have a logical volume set up over three disks and one disk
goes bad, the information on the other two disks will be unavailable, and
must be restored from backups.

The exception is that the root partition must never be a logical volume, since
the utilities required for logical volume initialization must reside on it. Also,
swap space cannot be configured as a logical volume, since the disk is used
as raw space with no file system. Use the swap -a command to increase your
swap space on a second disk. This procedure is documented above in
“Increasing Swap Space on a Multidisk System” on page 242.

You can use logical volumes to extend an existing file system onto a new disk
drive, using the growfs(1M) command. The growfs command is also
discussed in “Changing File System Size” on page 302.

IRIX allows for the creation of striped logical volumes. Disk storage on a
striped volume is allocated alternately among partitions. The granularity, or
width, of the stripes may optionally be set.

The concept of logical volumes thus adds a layer of abstraction to the
concept of the physical disk drive and allows more efficient disk use.

Logical volumes are administered by means of a file defining the volumes
known to the system (/etc/lvtab) and three utilities: mklv, lvinit, and luck.
These are described in more detail below.
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You can create a logical volume by adding an entry to /etc/lvtab and then
running mklv. Existing logical volumes are “connected” to the system at boot
time by [vinit; it is not necessary to run [vinit explicitly.

The lvck program is a diagnostic tool. You need to run this only if there are
problems.

The /etc/lvtab File

The file /etc/lvtab contains a table of the logical volumes used by IRIX. It is
read by the utilities that create, install, and check the consistency of logical
volumes. You can modify it with a text editor to add new logical volumes or
to change existing ones.

The entries have the form:

volume_device_name: [ volume_name) : [ options] : devs=device_pathnames

The volume_device_name is of the form | vi, where 1 is an integer by default
between 0 and 9. The logical volume is accessed through the device special
files /dev/dsk/lvn and /dev/rdsk/lvn.

The volume_name is an arbitrary identifying name for the logical volume.
This name is included in the logical volume labels on each of the partitions
making up the logical volume. It is then used by utilities to verify that the
logical volume on the disks is actually the volume expected by /etc/lvtab. Any
name of up to 80 characters can be used; you should probably choose
something that other users can identify. You can leave this field blank, but
this is not recommended.

The options are specified with the syntax option_name=number, with no
spaces surrounding the equal sign. You may specify more than one option,
separated by colons. Currently recognized options are stripes and step.

The stripes option creates a logical volume that is striped across its
constituent devices. The number of device pathnames must be a multiple of
this parameter. This specifies the number of ways the volume storage is
striped across its constituent devices. For example, suppose you have a
logical volume with 6 constituent devices and a stripes parameter of 3. The
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logical volume is set up to stripe across the first three devices until they are
filled, then to stripe across the second three.

The step option further specifies the granularity, or step size, with which the
storage is distributed across the components of a striped volume.
Granularity is measured in disk blocks. The default step is the device
tracksize, which is generally a good value to use.

The device pathnames are listed following any options. They are the block
special file pathnames of the devices constituting the logical volume. Device
pathnames must be separated by commas. The partitions named must be
legal for use as normal data storage, and not as dedicated partitions, such as
swap.

The mklv(1M) Command

The mklv(1M) utility constructs the logical volumes by writing labels for the
devices that will make up the volume. The general format of the mklv(1M)
command is:

letc/nklv [-f] wvolume_device_name

mklv reads the entry in /etc/lvtab identified by volume_device_name and
constructs the logical volume described. It labels the devices appropriately,
then initializes the logical volume device for use.

An existing logical volume can be extended by adding device pathnames to
the /etc/lvtab entry, then running mklv on that entry.

Normally, mklv checks all the named devices to see if they are already part of
a logical volume or contain a file system. The option -f forces mklv to skip
those checks.

Various errors can arise when trying to create a logical volume. For example,
one of the specified disks might be missing, or the new [vtab entry might
have a typographical error. The man page for mklv describes the possible
error messages and their meanings.
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The Ivinit(1M) Command

/etc/lvinit(1M) initializes the logical volume device driver that allows access
to disk storage as logical volumes. It works from entries in /etc/lvtab, as does
mklv. Its form is:

I vinit [wvolume_device_names]

Without arguments, [vinit initializes every logical volume with an entry in /
etc/lvtab. With arguments, it initializes only those named in the argument list.
The component devices of the logical volumes to be initialized must have
been previously labeled as members of the volume by mklv.

lvinit is run automatically at system boot time. It is not normally necessary
to invoke it explicitly. It performs sanity checks when initializing the
volumes and prints messages describing any error conditions.

If error messages from [vinit are seen during system boot, you will want to
run [vck to obtain more information about the problem.

The lvck(1M) Command

The lvck(1M) command checks the consistency of logical volumes by
examining the logical volume labels of devices constituting the volumes.
Possible errors and the messages from luck that describe them are detailed in
the luck man page.

Invoked without parameters, luck checks every logical volume for which
there is an entry in /etc/lvtab.

Invoked with the name of a logical volume device, for example, [v0, lvck
checks only that entry in /etc/lvtab.

Invoked with the -d flag, luck ignores /etc/lvtab and searches through all disks
connected to the system in order to locate all logical volumes present. lvck
prints a description of each logical volume found in a form resembling an
lvtab entry. This option facilitates recreation of an lvtab for the system, if
necessary. You might use this option if, for example, /etc/lvtab became
corrupted or if you somehow lost track of which disks were connected
during a system reconfiguration.
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Invoked with the device block special file name of a disk device, [vck prints
any logical volume label that exists for that device, again in a form
resembling an [vtab entry. Note that this mode of [vck is purely informational;
no checks are made of any other devices mentioned in the label.

lvck has some repair capabilities. If it determines that the only inconsistency
in a logical volume is that a minority of devices have missing or corrupt
labels, it is able to restore a consistent logical volume by rewriting good
labels. luck queries the user before attempting any repairs on a volume.

Examples of Logical Volumes

Logical volumes can be used to:
e provide storage for a new file system on newly added disks

¢ allow an existing file system to grow onto newly added disks

The following sections give examples of the above listed uses.

Creating a New File System on Newly Added Disks

Suppose that new disks are added to your system in order to provide storage
for anew file system. You can assume that they are connected and initialized
correctly.

Decide which partitions of these new disks you want to use for the new file
system. (Normally, when adding a new file system like this, you will want to
use the whole of all the disks, that is, partition 7 of each disk.)

Decide if you want to make a striped volume. The benefit of striping is
improved throughput; however, it does impose some minor restrictions. If
you want to stripe, all the drives (or to be exact, the partitions on them that
you are using) must be exactly the same size. If you later want to add more
drives to the volume, you must add them in units of the striping. That is, if
you want to add disks to a 3-way striped volume, you must add them three
at a time.

Also, to obtain the best performance benefits of striping, you should arrange
to connect the disks you are striping across on different controllers. In this
arrangement, there are independent data paths between each disk and the
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system. However, a performance improvement of up to 20% can be obtained
using SCSI disks striped on the same controller.

Add an entry to /etc/lvtab containing the pathnames of the new disks that are
to be part of the new volume. (See the [vtab man page for details of the syntax
of [vtab entries.) For example:

| vO: proj : stripes=2: devs=/ dev/ dsk/ dks0d2s7, / dev/ dsk/ dks1d0s7

In this example, the logical volume named proj consists of two partitions
from two separate disks. Storage is striped across the two disks. (Note that
it is not normally necessary to specify the step parameter. An appropriate
value will be used automatically.)

Run mklv to place the labels on the new disks to identify them as parts of a
logical volume:

nklv |v0

Device names /dev/dsk/lv0 and /dev/rdsk/Iv0 have been created. These can
now be accessed exactly like any regular disk partition.

To create the new file system, run mkfs on /dev/rdsk/lv0 as you would run it
on a regular disk:

nkfs /dev/rdsk/IvO0

Then, you can mount /dev/dsk/lv0 exactly as you would mount a file system
on a regular disk. You may want to add an entry to /etc/fstab to mount this
file system automatically, for example:

/dev/ dsk/1v0 /some_directory efs rw, raw=/dev/rdsk/1v0 0 O

When creating a striped volume, all the partitions must be the same size.
Unfortunately, the default partitioning for drives of similar sizes but from
different manufacturers can be slightly different. If this is the case, you will
see an error message similar to this from mklv:
I vO: proj:stripes=2:devs=\

/ dev/ dsk/ dks0d2s7, \

/ dev/ dsk/ dks1d0s7 <I NCORRECT PARTI TI ON SI ZE>

In this case, you need to adjust the partition sizes; see “Changing Hard Disk
Partitions” on page 231 for instructions.
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Extending an Existing File System

Suppose you have a file system (on a regular disk) that is full, and you would
like to have more space available in it.

You need a new disk (or at least a partition on a disk) that you can dedicate
to providing this extra space. This new partition must not, of course, be
currently used for anything or contain any valuable data. Perform the
following steps:

1. Make a backup of the file system you are going to extend.

2. Add an entry to /etc/lvtab for a new logical volume. The first device in
this volume should be the device on which the existing file system
resides. This is followed in the description by the new device you are
adding. For example:

I v2: new devel opnment vol une: devs=/ dev/ dsk/i ps0d1s7, / dev/
dsk/ i ps0d2s7

3. In this example, /dev/dsk/ipsOd1s7 is the disk on which the existing file
system resides, and /dev/dsk/ipsOd2s7 is the added disk. When using a
logical volume to extend an existing file system, the logical volume may
not be striped. Before proceeding further, you must unmount the file
system.

4. Run mklv to place the labels on the disks that identify them as parts of a
logical volume:
nklv v2

5. mklv mentions that one of the devices contains a file system and asks if
you want to proceed. This is a safety measure to help avoid

inadvertently performing logical volume operations on disks that do
contain important information: answer y

You find that device names /dev/dsk/lv2 and /dev/rdsk/lv2 have been
created.

6. Extend the file system to take advantage of the newly added space. This
is done with growfs. For this example, type:

growfs /dev/rdsk/Iv2
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7. This expands the file system into the new space while leaving its
existing contents intact. From now on, you can access this file system
using the logical volume device rather than the original disk device. So
you might want to run fsck on /dev/rdsk/lv2 (in the example) to verify
that your file system is valid (and has indeed increased in size).

8.  Mount the logical volume device (/dev/dsk/lv2) rather than the original
disk device; you will need to update your /etc/fstab to reflect this. Don’t
forget to change raw also.

Itis worth noting that you can repeat this expansion process indefinitely. You
can always add a new disk, add its name to the [vtab entry, and then rerun
mklv and growfs to further expand the file system.

The Bad-Block Handling Feature

Through the bad-block handling feature of the fx(1M) command, IRIX
provides mechanisms for:

* detecting and remembering blocks that are no longer usable
e reminding you that you need to “fix” some remembered bad blocks

* restoring the usability of the disk in spite of the bad blocks that exist

Note that actual bad-block handling is done by the disk controller. The IRIX
bad block feature provides a way to tell the controller which blocks are bad
and to tell the controller to make use of its bad-block handling capabilities.
There is no comparable feature for tapes.

Virtually every disk has bad blocks, many of them detected by the
manufacturer with very sensitive analog equipment. These bad blocks are
known as the manufacturers bad block list and are also recorded on a sheet
of paper attached to the disk or, on SCSI drives, are saved in PROM on the
disk. The bad blocks mapped by the manufacturer are not the only bad
blocks that will appear on the disk. It is not uncommon for a new defect to
appear once a disk is in the field. These new defects are known as grown
defects.

As long as you treat a disk drive with care, and do not subject it to excessive
vibration and shock, blocks on the drive should seldom go bad. However, if
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anew bad block does occur, the data stored in the bad block may be lost, and
the disk may be unusable in its current state.

The bad-block handling feature lets you work around the bad block and
continue to use the good sections of the disk. However, the only way to
recover information that is lost if a block goes bad is to retrieve it from a
backup.

When Is a Block Bad?

A block is termed “ bad” when it cannot reliably store data. This is
discovered typically when an attempt is made to read data from that block,
and the read fails. Note, though, that a read fail does not always indicate a
bad block. A read fail might also mean problems in the format of the disk or
a failure in the controller or the hardware. One way to make an initial
determination is if the failures are frequent and involve large numbers of
files or directories, or if the system only occasionally experiences such
problems. A major failure of the controller or hardware generally results in
immediate and massive errors, while a bad disk block does not affect the
operation of other parts of the disk.

Disk write failures are far less common than read failures. A write failure
generally signals a problem with the format of the disk or a more basic
failure in the disk or disk controller hardware. While all failures are reported
to the system console, the bad-block handling feature cannot distinguish
actual bad blocks from format problems or hardware problems. To fix format
problems or hardware errors, you need to reformat the disk or get the
hardware repaired. In either case, you should contact your service
representative. Bad blocks, though, can be mapped out of use by fx(1M)
without difficulty. Note that you should never need to reformat a SCSI disk.
Simply map the bad tracks out using the fx(1M) command.

How to Recognize a Bad Block

Certain error messages indicate bad blocks. The following are examples of
some of the error messages you may see in the console window or in the file
fusr/adm/SYSLOG:

e Unrecovered media error 101/5/6 (or block) bn 13495

e error dks0d1s0 media error no address mark found in id field
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e dks0d1s0 media error;id crc ECC error block #13951

e disk error: ip0d0 error: csr unrecovered 0x29 <err=sector not found
e Bad header

e Hard error {unrecoverable data error}

* Soft error {Soft errors are recoverable data errors a single fx exercise
may not locate.}

Bad blocks may also be the cause of file system corruption. If you have a
corrupt file system, you may want to run an fx exercise on the disk to see if
this file system problem was caused by a problem with the disk media. A
corrupt file may (rarely) crash the system with a SEGV (segmentation
violation).

A segment of your disk is used as virtual memory or swap space. To the
CPU, this section of the disk is seen as part of real memory. A disk error in
this partition may also crash the system. The following examples are some
of the error messages you may see in the console window or in the file /usr/
adm/SYSLOG:

¢ err msg: ips0d0s6 uncorrectable error 023 chs=273/13/49 process killed
due to bad pageread

® panic get pages - io error in swap
® Read error in swap

* swapseg -i/o error in swap

What Makes a Block Unreliable?

A hard disk uses the magnetic properties of the film coating on disk surfaces
to record information. The information is recorded by applying a magnetic
“charge” to each point on the disk. This charge is similar to the physical
changes in the groove of a phonograph record. Just as the variations in the
groove of a record cause the phonograph needle to vibrate and reproduce
sound, so the magnetic fluctuations on the disk surface cause identical
fluctuations in the magnetic field of the disk head. This fluctuation is read by
the disk hardware and translated into data. The process of writing on a hard
disk is similar, but in reverse. The disk head generates a magnetic field as it
passes over the disk, applying that magnetic force to the coating on the disk.
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The information on your disk is recorded with a very high density. Because
of the density, the significance of small variations in the magnetic properties
of the disk coating is magnified. The variations mean that a given portion of
the coating may store some magnetic patterns better than other magnetic
patterns. Normally, these variations are insignificant compared to the
amount of data being recorded or retrieved. When the variations get to the
point where the internal error checking can no longer guarantee that what is
written will match what will be read, the area of disk is unreliable. If the data
pattern that has been written in a particular area of disk matches the
“preferences” of that area of the disk coating, the bad block may escape
recognition for a while. If the disk is active, however, the bad block will
eventually be discovered.

How Are Bad Blocks Fixed?

A small portion of the disk is set aside from the normally accessible portion
of the disk. This portion, called the alternate-track area, cannot be reached by
normal IRIX system commands and system calls and is used to provide
replacement storage for bad blocks.

Most disks come with a few manufacturing defects. Bad blocks detected in
the manufacturer’s quality control checks are identified on a label when the
unit is delivered. The bad-block handling feature provides special software
for remembering bad blocks that have been found and for mapping any
additional ones that are found. If a substitute block becomes bad, the
software even remaps the original bad block to a new substitute block.

Bad Blocks: Questions and Answers

Bad blocks are detected when input/output disk operations fail for several
successive attempts. This means that data being input or output are lost, but
the system can restore use of the disk by mapping bad blocks to surrogate
blocks that are readable.

The following are some often-asked questions about bad blocks:

*  Why doesn’t the system try to discover that a given block is bad while
the system still has the data in memory?
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Besides the undesirable increase in system size and complexity, severe
performance degradation would result. Also, a block can become a bad
block after the copy in memory no longer exists.

Why doesn’t the system periodically test the disk for bad blocks?

Reading blocks with their current contents may not show a bad block to
be bad. A thorough bit pattern test would take so long that you would
never run it, even assuming a thorough test could be devised using
ordinary write/read operations. The disk manufacturer already has
tested the disk using extensive bit pattern tests and special hardware,
so manufacturing defects have been dealt with.

Also, many blocks go bad only after information is written to them.
Therefore, in order to reliably test for bad blocks, the system would
have to write over valid data.

Why are disks with manufacturing defects used?

Almost all disks have some manufacturing defects that lead to bad
blocks. Allowing the disks to contain a modest number of
manufacturing defects greatly increases the yield, thereby considerably
reducing the cost. Many systems, including this one, take advantage of
this cost reduction to provide a more powerful system at lower cost.

Mapping Out Bad Blocks With fx(1M)

Fixing bad blocks with fx(1M) is a fairly simple matter. To begin, prepare
your system for complete reinstallation and recovery. Make a complete
backup of all your system and user files with your preferred backup tools.
Then follow these steps:

1.

Become superuser and invoke fx(1M). You can either bring the system
down and boot fx in standalone mode or you can invoke fx from the
command line.

Once in fx, select the disk you wish to scan as you are prompted. You
see the following prompts:

fx: ‘‘device-nane’’ = (dksc)
fx: ctlr# = (0)
fx: drive# = (1)
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If you press <Ret ur n> at each prompt, you are selecting the default
value (displayed in the parentheses) for that prompt. The default values
select your root disk. If you wish to select a different disk, for example
dksc(0,2) type the correct disk information at the prompt before you
press <Ret ur n>. For the purposes of this example, we will use the root
disk. You see:

...opening dksc(0,1,)

Warning: This disk appears to have nmounted file systens
Don’t do anything destructive, unless you are
sure nothing is really nounted on this disk.

...controller test...K

Scsi drive type == CDC 94171-9 0104

---pl ease choose one (? for help .. to quit this nenu)---
[exi]t [ d] ebug/ [I]abel/

[ b] adbl ock/ [exe] rcisel [r]epartition/

fx>

Select the exercise option from this menu. The badblock option is used
only to display the current bad block table and to add faulty blocks that
are not automatically added by the exercise option.

The exercise menu gives access to functions intended for surface
analysis of the disk to find bad blocks. Only read-only tests are possible
in normal (non-expert) mode. Destructive read-write tests are allowed
in expert mode. For complete information on expert mode, see the
fx(1M) reference page; this example is done on normal mode.

You see the following menu:

---pl ease choose one (? for help .. to quit this nenu)---
[bJutterfly [r]andom [st]op_on_error
[e]rrlog [ se] quenti al

f x/ exerci se>

Now you choose how your disk will be scanned for bad blocks. For all
choices except random, the scan is done one cylinder at a time, unless
an error is found. If an error is found, the scan is repeated one sector at
a time to find the actual block that is bad, except for drive types that
require the entire disk track to be mapped (such as ESDI drives).

For each unrecoverable error that is found, the failing block is added to
the bad block list automatically. The number of retries performed by fx
itself defaults to 3. You can set the number of retries to any number,

including 0, using the -r option when you invoke fx. Most disk drivers,
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and some drives themselves, do retries on their own before reporting
an error. For most SCSI drives, the number of retries performed may be
set by using the /label/set/param menu of fx.

The stop_on_error menu item does not begin a scan. Selecting this
menu option tells fx that while the scan is happening, fx should stop
each time it detects an error and ask you if you want to map the bad
block. Whether you answer yes or no, you are then asked if you want to
continue exercising. This can be useful when trying to determine how
many errors a disk has before you commit yourself to mapping the bad
blocks.

The butterfly option invokes a test pattern in which successive transfers
cause seeks to widely separated areas of the disk. This is intended to
stress the head positioning system of the drive, and will sometimes find
errors that do not show up in a sequential test. It prompts for the range
of disk blocks to exercise, number of scans to do, and a test modifier.
Each of the available test patterns may be executed in a number of
different modes (read-only, read-cmp, etc) that are described below.

The errlog option prints the total number of read and write errors that
have been detected during a preceding exercise, showing both soft and
hard errors. If the -1 option is used, the blocks on which errors occurred
are also reported. Soft errors are those errors for which a driver
reported an error, but fx was able to successfully complete the scan on a
retry. Blocks with soft errors are not forwarded to the bad track table
automatically, but since a bad block may read successfully and still
generate a driver error, it is often useful to compare the soft errors with
the hard errors if troubles persist.

The random option invokes a test pattern in which the disk location of
successive transfers is selected randomly. It is intended to simulate a
multiuser load. Like the butterfly test, it prompts for range of blocks to
exercise, the number of scans, and any modifier you may want. This
does random sized scans (from 1 block to the total cylinder size) as well
as seeking to random locations on the disk. It is useful for finding
problems on drives with seek problems, and for finding errors in the
caching logic or hardware.

The sequential option invokes a test pattern in which the disk surface is
scanned sequentially. As with the butterfly test, it prompts for the range
of blocks to exercise, the number of scans, and any modifier you may
want.
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The stop_on_error option toggles; it determines whether fx proceeds
automatically when errors are detected. The default is to proceed
automatically. If stop_on_error is set, then you are prompted at each
error whether you want to continue or not. If you continue, you are
then asked if you want to add the failing block to the bad block list. This
can be useful if you want to find all the failing bad blocks but not
actually add them to the bad block list.

The butterfly, random, and sequential tests prompt for a modifier that
determines the type of transfer that will occur during the test patterns.
Possible modifiers are:

rd-only

Performs reads only. The value of read data is ignored. The test detects
only the success or failure of the read operation.

rd-cnp

Causes two reads at each location in the test pattern. The data
obtained in the two reads is compared. If there is a difference, the
block(s) that differ are considered bad.

seek

Causes each block in the test pattern to be read separately. It is used to
verify individual sector addressability. (This operation takes a great
deal of time.)

Select the operation you wish to use and press <Ret ur n>. Most bad
block scans use the sequential option to scan the entire disk
automatically, and do not use the stop_on_error option.

As the scan progresses, fx displays some numbers and dots on your
screen. These can be safely ignored unless you have chosen the
stop_on_error option, in which case you may need to respond to
prompts and make decisions about logging bad blocks. When the scan
is completed, you may exit fx and resume normal system operation.

For complete technical information on the normal and extended modes of
fx(1M), see the fx reference page.
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Using Floppy Disks Under IRIX

There are a number of SCSI floppy disk drives available for use with your
system. To install a floppy disk drive on an IRIX system, follow the hardware
documentation that is furnished with your floppy drive to connect it to the
computer.

If you are adding a floppy drive to a system that does not have one, the
software configuration is taken care of automatically when the system boots.
When the system boots, if hinv indicates that a floppy drive is installed, but
there is no link to it through the /dev special device files, the MAKEDEV
program is automatically invoked to add the proper device files.

If you are installing a floppy disk drive after your initial system installation,
perform the following steps:

1. Install the hardware.
2. Login as root (the Superuser) and enter these commands:
cd /dev
.| MAKEDEV f | oppy
3. The MAKEDEYV program creates the appropriate device nodes.

If you have removed a floppy drive and are installing one of a different type,
follow these steps:

1. Install the hardware.

2. Log in as the superuser and enter these commands:
cd /dev/rdsk
rmfds*

.| MAKEDEV f | oppy
3. The MAKEDEYV program creates the appropriate device nodes
according to the SCSI controller and drive number of the floppy drive.

For example, a 3.5 inch drive configured as drive 2 on SCSI controller 0
would have the device node:

/ dev/rdsk/fds0d2. 3.5
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There are various options for the various different kinds of floppy
devices supported. For example, your device node could have any of
the following names, depending on which name suits the hardware
you are installing:

3.5 (720Kb 3.5" Fl oppy)
3. 5hi (1.44M0 3.5" Fl oppy)
3.5.20m (20. 1Mo Fl optical)

48 (360Kb 5.25" Fl oppy)
96 (720Kb 5.25" Fl oppy)
96hi (1.2My 5. 25" Fl oppy
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4. Use the following command to link your floppy disk device node with
a convenient filename for access, typically /dev/floppy. Substitute the
device node information for your floppy installation for the node name
used here:

In -s /dev/rdsk/fds0d2.3.5 /dev/fl oppy

Using a Floppy Drive With DOS and Macintosh Floppies

The mediad daemon automatically determines the format of a floppy disk
inserted in your drive and, if it is a DOS or Macintosh floppy, automatically
mounts the file system on your default mount directory. Once mounted, you
can use typical IRIX commands such as cd, Is, and pwd with the file system.
See the mediad(1M) reference page for complete information.

Using a Floppy Drive For IRIX File Transfer

You can use a floppy disk like a tape drive for IRIX file transfer. You can use
the standard tape archive commands to write files to the floppy disk if it is
in DOS format. Use the mkfp(1M) command to create the DOS file system on
the disk. See the mkfp reference page for complete information. You can also
use the command version of fx(1M) to format your floppy for file transfer
use.

When you place files on a floppy disk, it is a good idea to write the format
used, or the exact command used, to place the files on the disk. This makes
it much easier for you (and others) to retrieve the files from the disk. Also,
whenever possible, change directories to the directory that contains the file
and place the file on the floppy using a relative pathname, rather than
specifying the filename completely.

Also, be aware that using a floppy to transfer files to systems made by other
manufacturers may mean that the same tools are not available on the
receiving system. The far, cpio, and dd tools are usually available on all UNIX
systems, but it is a good idea to check beforehand.

In the following examples, the floppy device is given as /dev/rdsk/fds0d3.3.5.
Your actual disk device name may be different.
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Floppy File Transfer With tar

To place a copy of the file transfer.file on a floppy disk with the tar command,
use the syntax:

tar cvf /dev/rdsk/fds0d3.3.5 transfer.file

To retrieve the file, use the command:

tar xvf /dev/rdsk/fds0d3.3.5 transfer.file

To retrieve all files from a far floppy, use the command:
tar xvf /dev/rdsk/fds0d3.3.5

or for high density disks:
tar xvf /dev/rdsk/fds0d3. 3. 5hi

For complete information on far and its options, see the tar(1) reference page.

Floppy File Transfer With cpio

To copy files with cpio, use the command:

Is transfer.file | cpio -oc > /dev/rdsk/fds0d3. 3.5

To retrieve the file again, use the command:
cat /dev/rdsk/fds0d3.3.5 | cpio -i

For complete information on cpio and its options, see the cpio(1) reference

page.
Floppy File Transfer With dd

This dd command copies a file to the default floppy device:
dd if=transfer.file of=/dev/rdsk/fds0d3.3.5 conv=sync

The following command extracts the same file:

dd if=/dev/rdsk/fds0d3.3.50f =transfer.file conv=sync
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Note that dd works only with single files. You can use tar or cpio to create an
archive file, though, and then use dd to transfer that archive. If you attempt
to extract the file on another brand of workstation and you experience an
error, try adding the conv=swab statement to your extraction command line.
For complete information on dd(1), see the dd reference page.

Almost all workstations are configured with some sort of tape device for
making backup copies of your files. Whether you maintain one system or a
network of hundreds of workstations, you will eventually have to use and
maintain some form of tape drive.

Adding a Tape Drive

To install a tape drive on an IRIX system, follow the hardware
documentation that is furnished with your tape drive. Make sure you
carefully follow any instructions regarding drive terminators.

If you are adding a tape drive to a system that does not have one, the
software configuration is taken care of automatically when the system boots.
When the system boots, if hinv indicates that a tape drive is installed, but
there is no link to it through the /dev/tape file, the MAKEDEV program is
automatically invoked to add the proper device nodes.

If you are installing a tape drive after your initial system installation,
perform the following steps:
1. Install the hardware.

2. Login as the superuser and enter these commands:

cd /dev
.| MAKEDEV t ape

The MAKEDEYV program creates the appropriate device nodes.
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If you have removed a tape drive and are installing one of a different type,
follow these steps:

1. Install the hardware.

2. Login as the superuser and enter these commands:
cd /dev
rm*tape
./ MAKEDEV t ape tapelinks

The MAKEDEYV program creates the appropriate device nodes and links the
correct node for the drive to /dev/tape.

MAKEDEV Commands For Tape Drives

The MAKEDEYV program supports these options for tape drives:

tape Creates all the tps and xmt tape devices, then makes links to
tape, nrtape, tapens, and nrtapens for the first tape drive
found, if one exists. It first checks for xmt, then for SCSI in
reverse target ID order.

gictape Creates special files for 1/4-inch cartridge tape drives
connected to an ISI QIC-O2 tape controller. See ts(7M) for
details.

magtape Creates special files for 1/2-inch tape drives connected to a
Xylogics Model 772 tape controller. See xmt(7M) for details.

links Creates both disk and tape special files.

tps Creates special files for SCSI tape drives. See tps(7M) for
details.

tapelinks Makes only links to tape, nrtape, tapens, and nrtapens.

Examine the target tapelinks in the script /dev/MAKEDEYV for
more information.
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Tape Capacities

Tables 7-3 and 7-4 list the maximum tape capacities in megabytes (MB) for
the tape formats IRIX supports. Note that these are maximum, not average
capacities.

Table 7-3 Cartridge Tape and DAT Capacities

Format Capacity (max.)

QIC24 60MB (only reads/writes QIC24)

QIC150 150MB with 600XTD and 6150 tapes (reads QIC24, writes

QIC120 and QIC150), 120MB with 600A tapes (writes in
QIC120 format) and 250MB with 6250 tapes

DAT 1300MB with 60 meter (1 hour) cartridge, 2000MB with 90
meter (1.5 hour) cartridge Uses the DDS (not DataDAT)
format

8mm 2093MB with 112 meter (120 min.) P6 (US) cart 2279MB

with 122 meter (90 min.) P5 (European) cart.

Note: Almost all DAT drives use DDS format. 8mm tapes are also available
in P6 lengths of 15, 30, 60, and 90 minutes for the U.S., and lengths of 15, 30,
and 60 minutes for Europe; the P6 cartridge is for NTSC, and the P5 is for
PAL. The drive must be jumpered to match the cartridge type.

Table 7-4 shows maximum capacities for 9-track tapes. Note that 9-track tape
capacities vary more than other types because of block size and tape length

issues.

Table 7-4 9-track Tape Capacities

Length: Reel size: 200 ft. 600 ft. 2400 ft. 3600 ft.
6" 7" 10.5” 10.5”

BPI BLKSZ

800 512 1 3 10 15
8192 1.8 55 21
64K 2 6 23
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Table 7-4 9-track Tape Capacities

Length: Reel size: 200 ft. 600 ft. 2400 ft. 3600 ft.
6" 7’ 10.5” 10.5”
1600 512 1.3 4 15 22
8192 35 11 41
64K 4 12 45
6250 512 3.2 10 37 56
8192 12 37 145
64K 15 44 175

Note: 3600-foot tapes use thin tape (1.3 mm). BLKSZ indicates block size in
bytes.

Making Tape Drive Links

For more information on making tape drive links, see the In(1) and
mknod(1M) reference pages.

If you suspect that the tape device has not been properly created or that the
links between the low level device name (for example, /dev/mt/tps0d3) and
the symbolic name (for example, /dev/tape) are not correct, then you may
want to run the MAKEDEYV script with the following command sequence:

| ogi n root

cd /dev

rm*tape*

./ MAKEDEV [1inks or device-type]

Device types can be:

* tape links (to recreate all default tape links)
e tape (for all tape devices)

e fds (for floppy device)
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¢ gictape (for the older QIC-02 tape)

* tps (for kennedy SCSI 1/2” tape)

* magtape (for Xylogics 1/2” tape)

Normally, the ./MAKEDEYV tapelinks command is all that is needed and will

create links for the following default device names: nrtape, nrtapens, tape,
tapens.

dump(1M) Update for DAT Tapes

The dump command is used to back up all files in a file system, or files
changed after a certain date to magnetic tape or files.

If you are using the dump command to perform an incremental file system
dump with a DAT tape drive, use the following recommendation to specify
the capacity in kilobytes or megabytes of the DAT tape.

Reduce the 4mm tape-length parameter by 40% for the 60-meter tape, and
leave as is for the 90-meter tape (2.0 gigabytes). You may want to trim an
additional 5% or 10%, if you want to be conservative.

Troubleshooting Inaccessible Tape Drives

Note: This section does not allow for customized installations and does not
address complex multiple tape drive issues. You should take care not to
violate your maintenance agreements.

Error Indications
The following are some examples of commands and error messages. This is
not an exhaustive list.

e tar tvf /dev/nrtape
tar: /dev/nrtape: No such device

e cpio -itvl /dev/nrtape
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cpi 0: ERROR Cannot open </dev/nrtape> for input. No such
devi ce

e tar t

tar: archive file /dev/tape does not exist or is a
regular file

e Jusr/etc/restore t

/dev/tape: No such file or directory

Checking the Hardware

Use the hinv(1) command to see if the operating system recognized the tape
drive at boot time. This is one of the most basic and critical tests to check
hardware. (An output similar to the following is returned with the hinv
command):

Iris Audio Processor: version A2 revision 4.1.0

1 100 MHZ | P22 Processor

FPU: M PS R4010 Floating Point Chip Revision: 0.0

CPU. M PS R4000 Processor Chip Revision: 3.0

On-board serial ports: 2

On-board bi-directional parallel port

Dat a cache size: 8 Kbytes

Instruction cache size: 8 Kbytes

Secondary unified instruction/data cache size: 1 Myte
Mai n menory size: 64 Mytes

Integral Ethernet: ecO, version 1

Integral SCSI controller 0: Version W33C93B, revision D
CDROM unit 4 on SCSI controller O

Di sk drive: unit 1 on SCSI controller O

Graphi cs board: Indy 24-bit

Vino video: unit 0, revision 0, Indycam connected

If hinv does not report an attached tape drive, then your operating system
will not be able to use it. You need to check the installation of the hardware.
What you can do at this time depends on what you can do with your
computer within the confines of your personal ability and your maintenance
support agreements.

Simple hardware checks would be:
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¢ If the tape drive is an external unit, does it have power? Simply
powering it up will not cause it to be seen by the computer. The system
must be shutdown, power cycled, then rebooted.

*  During boot up, do you see the access light on the tape drive light up at
all? If it doesn't flash at all, chances are the operating system is still not
seeing the drive.

e Is the SCSI cabling and termination correct? If visual inspection shows
nothing obvious, try resetting the connectors. Any movement of
hardware or cabling must be done with the machine powered off.

If nothing that you do here causes hinv(1M) to report the tape drive, then the
most likely problem is faulty hardware. Contact your support provider.

Checking the Software

If you are reasonably sure the tape drive is correctly installed on the
computer, but your software does not seem to be able to use it, a possible
cause for the problem is that the tape device's scsi address changes when
other scsi devices are added to your system.

The system assumes that if /dev/nrtape exists and appears to be a tape drive
of some kind, then it doesn't need to remake the default tape drive links of /
dev/tape, /dev/nrtape, etc. It also assumes that the first tape drive that it finds
will be the main tape drive. It searches for devices starting at the highest
SCSI id numbers, so the tape device on SCSI ID 7 will get the default links
before a tape device on SCSI ID 3.

The default tape drive for most commands is /dev/tape. If the tape drive
installation proceeded correctly, you should have at least /dev/tape and /dev/
nrtape special device files. You may have several others, depending on the
type of tape drive.

A mt command can be used to confirm that /dev/tape exists and that the tape
drive is responding. An output similar to the following from the mt status
command confirms that:

Control ler: SCSI

Devi ce: ARCHH VE: Python 25601- XXX2. 63
St atus: 0x20262

Drive type: DAT

Medi a : READY, witable, at BOT
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The following output means that you have another process accessing the
drive right now:

/dev/ nrtape: Device or resource busy

The following output appears when a special device file does not exist:

/dev/nrtape: No such file or directory

The output when a device file exists, but no hardware is responding at that
address, is:

/dev/ nrtape: No such device

If the hardware appears to be present, but /dev/tape does not appear to be
valid, you should confirm the file links. Take the device unit number from
hinv output:

Tape drive: unit 3 on SCSI controller 0: DAT

In this example the device unit number is 3 (This is likely to be different on
your machine). Use the following Is command to confirm that /dev/tape is
linked to the correct device (change the numeral 3 to the correct numeral for
your drive):

I's -1 /dev/tape /dev/nt/tps0d3*

Crwrwrw 2 root sys 23, 96 Sep 21 11:11 /dev/nt/tps0d3
crwrwrw 2 root sys 23, 97 Jun 20 05:55 /dev/nt/tps0d3nr
Crwrwrw 2 root sys 23, 99 Jul 8 09:57 /dev/nmt/tps0d3nrns
Crwrwrw 2 root sys 23,103 Jun 20 05:55 /dev/nt/tps0d3nrnsv
Crwrwrw 2 root sys 23,101 Jun 20 05:55 /dev/nmt/tps0d3nrv
Crwrwrw 2 root sys 23, 98 Jun 20 05:55 /dev/nt/tps0d3ns
Crwrwrw 2 root sys 23,102 Jun 20 05:55 /dev/nt/tps0d3nsv
crwrwrw 2 root sys 23,100 Jun 20 05:55 /dev/nt/tps0d3v
Crwrwrw 1 root sys 23,102 Jun 23 09:19 /dev/tape

The major and minor device numbers are the key, here. They are the 2
numbers separated by a comma:

crwrwrw 1 root sys 23,102 Jun 23 09:19 /dev/tape

Match these numbers with one of the lines from /dev/mt. In our example, it
should match to:

Crwrwrw 2 root sys 23,102 Jun 20 05:55 /dev/nt/tps0d3nsv
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Compare the major and minor device numbers that are reported with /dev/
tape and the ones reported for /dev/mt/tpsO0dX*. Is there a match? If not,
remove /dev/tape and /dev/nrtape and run MAKEDEYV as root from the /dev
directory. Give the command:

./ MAKEDEV t apel i nks

The MAKEDEV command can be very verbose in describing what it is
doing. Your output may differ in the number of devices made and the unit
number. Once it is complete, go through these same checks again to be sure
of success.

The MAKEDEV command does not let you choose which tape device to link
to. You will need to make the links by hand if MAKEDEYV does not default
to the drive that you wish to use.

This covers the basic problems that administrators experience regarding
missing tape drives. See the following reference pages for more information
on the commands used in this section: mt(1), Is(1), hinv(1M), and for more
technical information about tapes, see mtio(7), tps(7M), or xmt(7).

Troubleshooting Tape Read Errors

Often there is a quick and simple fix for an error message that originates
either due to a tape drive unit malfunction or the tape itself. Both recoverable
and unrecoverable errors can be caused by something as basic as a dirty
read/write head, a poorly tensioned tape, or a dropout even which is a
physical bad spot on the tape. An EOT message can also mean that there is
no data on the tape.

The following information covers some of the basic tape maintenance/
performance functions that should be considered as factors that could either
prevent future error conditions from occurring or to aid you in recovering
from an existing error message:

® Be sure your read /write head is clean.

®  Use the hinv command to determine which tape drive type is connected
to your system.

¢ Use the mt stat command to verify the status of the tape drive and the
media.
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¢ Use the mt ret command before read or write operation.

1/2-inch Tape Drives

The following sections offer information on the two most popular 1/2 inch
tape drives used with Silicon Graphics systems.

Switch Settings for the Kennedy 1/2-inch SCSI Tape Drive

There are two DIP switch banks located on the rearmost board in the small
card cage at the rear of the Kennedy drive.

SW1
(i} 7 [ 3 4 3 2 1
|- scsi addr select -] Wit cache  parity  retry  monitor
|. J inhikbit  enable
sel for desired SCS1 1D
off
on

Figure 7-1 Kennedy Dipswitch Bank 1
SW 2
(i} 7 [ 3 4 3 2 1
|- inguiry qualifier -] space  inhihit ot recover fied

par err  retry Lused  errar [y
all ather switches are off on
Figure 7-2 Kennedy Dipswitch Bank 2

Note: This applies only to 2 of the 4 SCSI controller boards. The other 2,
including the current versions, are configured from the front panel.
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1/2-inch Reel-To-Reel Tape Drive Cleaning Process

The purpose of this section is to provide you with a recommended process
for cleaning your tape drive and information on how often the drive should
be cleaned. The information in this article concerns 1/2-inch reel-to-reel tape
drives.

Normal tape drive usage is for system backup and restoration purposes, and
the transportation of data using the tape drive device as a common medium.
To ensure data integrity, it is important to clean your tape drive on a regular
basis. The process of removing the accumulation of oxide and/or dirt from
the Erase/Write/Read head surface and transport system will help to
provide you with continued trouble-free operation of your equipment.

1/2-inch Tape Drive Types:
Cipher 880/890; Kennedy 9660, 9610

Tools Needed:
Lint-free, nonabrasive cloths or cotton swabs, 90% or higher
isopropyl alcohol or Freon-TF, and mild soapy water.

Note: Never clean any plastic or rubber component (for example, the tape
guide) in the tape path with 90% or higher isopropyl alcohol. Doing so will
degrade the composition of the component.

If Freon-TF has been banned from use in your company, you can use the 90%
isopropyl alcohol. However, you must wipe the alcohol residue off with a
swab and water.

A cleaning kit for the Cipher 880/890 can be purchased. See your local sales
representative for more information.

Cipher Tape Drive Cleaning Process

The drive should be cleaned after every 4 hours of tape movement
operation.

The components of the Cipher Tape Drive can be cleaned by placing the
drive in the service access position. This is done by extending the unit fully
on the mounting slides and opening the top plate casting. To assure safety in
the open position, a cover stay pin on the side of the top cover is provided to
be inserted in the hole in the chassis.
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Warning: If the tape drive is located in a rack, be sure to extend the
antitip legs at the base of the rack.

Follow the cleaning method for each part listed:

Tachometer roller

Take-up hub
Roller guides
Reel hub pads

Head

Tape cleaner

Use a swab moistened with Freon-TF. Gently wipe the
entire roller surface. The roller can be rotated by manually
turning the take-up hub slowly.

Use a swab moistened with Freon-TF. Rotate the hub
manually while gently wiping the tape wrapping surface.

Use a swab moistened with Freon-TF. Rotate each roller and
gently wipe the tape contact surface and flanges or washers.

Use a swab moistened with Freon-TF. Wipe the contact
surface of each pad and remove any debris around the pad.

Use a swab moistened with Freon-TF. Wipe the entire face
of the head, paying particular attention to the recessed
areas.

Caution: Rough or abrasive materials can scratch sensitive
surfaces of the head resulting in permanent damage. Other
cleaners, such as alcohol-based types, can cause read /write
errors.

Use a swab moistened with Freon-TFE. Wipe each blade
along its length. Remove accumulated oxides from the
recessed area between the blades.

Front panel/door

Use a cloth moistened with mild soapy water.

Top plate casting

Filter

Use a cloth moistened with mild soapy water. Wipe away
the oxide dust in the tape path area. Be careful not to get dirt
on the head, rollers, and other similar parts.

Locate and remove the filter from inside the air duct
opening at the lower left of the front panel. Clean the filter
with low-pressure compressed air, or vacuum, in the
opposite direction of airflow and reinstall.
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Kennedy Tape Drive Cleaning Process
The drive should be cleaned after every 4 hours of operation.

Components of the Kennedy Tape Drive can be cleaned by placing the drive
in the service position. This is done by extending the unit fully on the
mounting slides and opening the dust cover. To open the dust cover, turn the
two holding screws one-fourth of a turn counterclockwise. To secure the
dust cover in the open position, position the hole in the autolocking support
bar onto the pin located on the side of the chassis. To expose the tape path
components, lift the tape path dust cover next to the vacuum hub assembly.

Note: If the tape drive is located in a rack, be sure to extend the anti-tip legs
at the base of the rack.

Erase/write/read head — Use a clean lint-free cloth or cotton swab
dampened with 90% isopropyl alcohol or Freon-TF. Wipe the head with firm
but gentle vertical strokes. Pay particular attention to the recessed areas of
the head.

Note: Using non-recommended cleaning fluids or excessive amounts of the
recommended cleaning fluid can damage the tape drive. Cleaning fluids
allowed to run into the bearings will break down the lubricant.

Tape path cleaning
Clean tape guides, rollers (except capstan roller), and the
tape cleaners with a cotton swab dampened with 90%
isopropyl alcohol. Clean the capstan roller with a cotton
swab dampened with water or, if it is excessively dirty,
dampen it with mild soapy water. Dry thoroughly with a
clean lint-free cloth.

Warning: Never clean any plastic or rubber component (for example,
the tape guide) in the tape path with 90% isopropyl alcohol. Doing so will
degrade the composition of the component.

Reel locking fingers
With no tape reel on the supply hub, clean the rubber pads
on the fingers with a clean cotton swab or cloth dampened
with water or if it is excessively dirty, with mild soapy
water.
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Caution: Do not lubricate the bearings.

8mm and 4mm Tape Drives

The following section provides useful information for administrators of 8
and 4 millimeter tape drives.

Exabyte 8mm Cartridge Tape Media Specifications

The following table lists the various cartridge sizes and tape lengths
available for the Exabyte 8mm tape drive.

Table 7-5 Exabyte 8mm cartridge tape media specifications
Cartridge Size Tape Length Formatted Capacity
256 15m 291 MB

512 28m 583 MB

1024 54m 1166 MB

1536 80m 1750 MB

2048 106m 2332 MB

Manufacturers: Exabyte; Sony Metal MP 120 P6-120MP

Tape Availability: Exabyte, (303)442-4333; Silicon Graphics

8mm and 4mm Tape Drive Cleaning Process

The purpose of this section is to provide you with a recommended process
for cleaning your tape drive, including the frequency in which the drive
should be cleaned.

Normal tape drive usage is for system backup, restore purposes, and the
transportation of data using the tape drive device as a common medium. In
order to ensure reliable data integrity when using your tape drive, it is
important to clean your drive on a regular basis. The process of removing the
accumulation of oxide and/or dirt from the erase/write/read head surface
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and transport system will help ensure continued trouble-free operation of
your equipment.

Tape Drives:

e 8mm Exabyte Tape Drive

* 4mm Archive DAT Tape Drive

A cleaning kit for these tape drives should be purchased. See your local sales
representative for more information.

The unit should be cleaned when enough data has been written to fill four
tapes.

Using the cleaning kit, perform the following steps:

1. Prepare the tape drive to be cleaned by applying power to the unit.
When the power-up cycle is complete, open the door and remove any
data cartridges in the unit. Leave the door open.

2. Place the cleaning cartridge into the drive and close the door.

The remainder of the cleaning process is automatically performed by
the tape drive. When the cleaning process is complete, the cleaning
cartridge is automatically unloaded and ejected from the drive. The
average cleaning cycle is 15 seconds.

3. On the cartridge label, record the date the cleaning was performed,
then store the cleaning cartridge for future use.

Do not store the cleaning cartridge if the cleaning dates have filled the
cartridge label. Discard the cleaning cartridge and store a new cleaning
cartridge for future use.

If the cleaning cartridge is ejected from the tape drive without
performing a cleaning cycle (before 15 seconds), the cleaning cartridge
has reached the end of its useful life and should be discarded.

Do not rewind and reuse the cleaning cartridge.
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QIC Tape Drives

The following section provides information useful to the administrators of
systems with Quarter-Inch Cartridge (QIC) tape drives.

The following terms are defined for QIC tapes:

QIC Quarter Inch Cartridge
QIC-02 Host interface standard. (ts(7) driver)
QIC-11 Recording format. Used on Sun Workstations with 60Mb

drives. Cannot be read on Silicon Graphics systems.

QIC-24 Recording format: 9 tracks with a typical track width of
.0135 inch. Density is 8000 bpi. Typical capacity is 60
megabytes with 6.6 megabytes per track.

QIC-120 Recording format: 15 tracks with a typical track width of
.0065 inch. Density is 10,000 bpi (NRZI Recording Mode).
Typical capacity is 120 megabytes, with approximately 8+
megabytes per track.

QIC-150 Recording format used on current SGI drives. Uses 18
tracks.

Note: It is important to use actual QIC designations here, since many low
density drives can write (and read) in both QIC 24 and QIC11. Typically,
none of the QIC150 drives can read QIC11.

QIC150 drives can write in both QIC150 (using DC6150 or DC600XTD; the
name changed to the first recently), or in QIC120, if the tape is a 600A-style
tape. Typically, QIC150 drives cannot write to QIC24.

Also note that the word format is misleading; there is no formatting on QIC
tapes (some variants do require formatting, but Silicon Graphics does not
support them). Format actually refers to the pattern of data blocks. Tapes
have a cartridge type, and they are written in the format correct for that type.
The type is determined by the hole pattern in the tape (preceding Beginning
Of Tape, or BOT). To confuse things further, tapes written on QIC150 drives
have a reference burst (magnetic pattern) written at the beginning of the
drive.
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The noise you often hear when you first try to read (on a QIC150 drive) a
tape written on a QIC24 drive is the drive trying to figure out how the tape
was written, by switching modes and retrying all the possibilities, if it
doesn’t see BOTH a QIC150 cartridge and the reference burst. Physically, the
noise you hear is the serve motor stepping the read /write head over each
track.

The difference between a QIC150 and QIC120 (600A) cartridge is in its
mechanical tolerances. The QIC150 has tighter tolerances. About the only
visible difference is in the pinch roller (next to the rubber drive roller). The
QIC150 has a guide slot milled into it, and the 600A does not.

Table 7-6 Low-density QIC Tape Drive Compatibility

Tapes Read Write

LD Tapes formatted in ~ Yes Yes

LDF

LD Tapes formatted in ~ Process not Process not
HDF recommended. recommended.
HD Tapes formatted in ~ Yes Yes

LDF

HD Tapes formatted in ~ Yes Yes

LDF assuming LDF is

QIC 24

HD Tapes formatted in  No Yes (rewrite to LDF)
HDF

Table 7-7 High-density QIC Tape Drive Compatibility

Tapes Read Write

HD Tapes formatted in ~ Yes No

LDF

LD Tapes formatted in ~ Process not Process not
HDEFE recommended. recommended.
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Table 7-7 (continued)

High-density QIC Tape Drive Compatibility

Tapes Read Write
HD Tapes formatted in ~ Yes Yes
LDF

HD Tapes formatted in ~ Yes No
LDF assuming LDF is

QIC 24

HD Tapes formatted in ~ Yes Yes

HDF

Regarding read /write activity for a low density tape formatted in high
density, it is not only not recommended, it isn’t even possible if the tape is a
QIC24 (DC300XL or DC450XL) tape. If the tape is a QIC120 (DC600A) it will
work correctly, and there is no reason to recommend against it.
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File System Administration Chapter 8 describes the IRIX file system
environment. In this chapter, you learn

how IRIX approaches the complex task of
keeping track of the thousands of files
that exist on the average system. The
specific tasks that you perform that are
covered here are:

s Using fsck(IM) to maintain
filesystem integrity

. Steps to create, remove, name, and
otherwise manipulate file systems.

*  Information about creating and
using logical volumes to create file
systems that span disk partitions
and physical disk drives.
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File System Administration

The file system is the structure by which files and directories are organized in
the IRIX system. The file system is also the logical layout that is placed on the
hard disk to allow the CPU easier access to data. It is extremely important to
maintain file systems properly, in addition to backing up the data they
contain. Failure to do so might result in loss of valuable system and user
information.

This chapter contains:

* Anoverview of the IRIX Extent File System (EFS). See “IRIX File
System Overview” on page 284.

* An overview of other kinds of file systems used with IRIX, See “Kinds
of File Systems” on page 284.

* Steps to administer and maintain the file system. See “Maintaining File
Systems” on page 289.

. Steps to create, remove, name, and otherwise manipulate file systems.
See “Making New File Systems” on page 299, “Changing File System
Size” on page 302, and “Naming a File System” on page 305.

¢ Information about logical volumes and directions for using them to
create file systems that span disk partitions and physical disk drives.
See “Changing File System Size” on page 302.

¢ Information about the file system as a functional data structure. See

“Basic File System Parameters” on page 284.

Even if you are familiar with the basic concepts of the UNIX file system, you
should read through the overview in the next section. The IRIX Extent File
System is slightly different internally from other UNIX file systems.
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The basic IRIX file system contains an enhancement to the standard UNIX
file system called extents, and thus is called the IRIX Extent File System (EFS).
Extents, and the various file systems available with IRIX, are described in the
next sections.

Basic File System Parameters

The following are some basic parameters of the Extent File System, and a list
of what you can and can’t do with a file system:

The maximum size of an IRIX file system is about 8 GB (gigabytes)
The maximum size of a single file is about 2 GB

You can increase the size of an existing file system (up to the maximum
size of 8 GB) and increase the number of index nodes, more commonly
known as inodes.

Files and directories cannot span file systems.

You cannot use hard links across file systems.

You can use symbolic links across file systems.

Only one file system can reside on a disk partition.

You can join two or more disk partitions to create a logical volume.

Only one file system can reside on a logical volume.

Kinds of File Systems

Several types of file systems are available with the IRIX system:

Extent File System (EFS). This is the standard IRIX file system and is
described in the next section.

Network File System (NFS). NFS file systems are available if you are
using the optional NFS software. NFS file systems are exported from
one host and are mounted on other hosts across the network.
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On the host where the file systems reside, they are treated just like any
other file system. The only special feature of these file systems is that
they are exported for mounting on other workstations. Exporting NFS
file systems is done with the exportfs(1M) command. This type of file
system is described in the NFS and NIS Administration Guide, which is
shipped with the NFS product.

Debug file system (dbg). The debug file system provides an interface to
running IRIX processes for use by debuggers, such as dbx(1). The debug
file system is usually mounted on /proc with a link to /debug. Note that
for convenience, /proc is not displayed when you list free space with the
df(1) command.

Note that the /proc file system does not consume any disk space and its
files cannot be removed. Files residing in /proc are merely convenient
handles for debugging processes. See dbg(4) for more information on
the debug file system.

Floppy disk file systems and CD file systems are available through the
mediad(1M) daemon.

IRIX supports 720k and 1.44MB FAT (DOS) and 1.44MB HFS
(Macintosh) file systems on floppy disks. 800K HFS floppies are not
supported. HFS file systems on CD-ROM drives are supported. The
ISO9660 standard is supported, and this includes photo CD support.
The mediad daemon also supports industry-standard music compact
disks. For complete information on these file system types, see the
mediad(1M) reference page.

Extent File System (EFS)

This section describes the IRIX EFS:

The first block of the file system is not used by IRIX. (An IRIX file
system block is 512 bytes.) It is normally a boot block, reserved for
booting procedures, but IRIX does not use the boot block. This block is
unavailable for any use.

Information about the file system is stored in the second block of the file
system (block 1), called the super-block. This information includes:

— the size of the file system, in both physical and logical blocks
— the read-only flag; if set, the file system is read only
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the super-block-modified flag; if set, the super-block has been
modified

the date and time of the last update

the file system label (optional)

the total number of index nodes (inodes) allocated
the total number of inodes free

the total number of free blocks

the starting block number of the free block bitmap

After the super-block bitmap is a series of cylinder groups. Each cylinder
group contains both inodes and data blocks.

An inode is a 128-byte data structure that stores all information about a
file, except for its name. The file name is kept in a directory. When a file
is created, an inode is allocated to that file.

There is one inode per file in the file system. The maximum number of
files in a file system is limited by the number of inodes in that file
system.

An inode contains:

the type and mode of the file; types are regular file, directory, block,
character, FIFO (also known as a named pipe), symbolic link, and
UNIX domain socket; the mode defines the access permissions read,
write, and execute.

the number of hard links to the file

who owns the file (the owner’s user-ID number)

the group to which the file belongs (group-ID number)
the number of bytes in the file

an array of up to 12 structures, called extent descriptors, that contain
pointers to the file data

the date and time the file was last accessed
the date and time the file was last modified

the date and time the file was created



IRIX File System Overview

e Extents are the data blocks that make up a file. There are 12 extent
addresses in an inode. Extents are of variable length, anywhere from 1
to 248 contiguous blocks.

An inode contains addresses for 12 extents, which can hold a combined
2976 blocks, or 1,523,712 bytes. If a file is so large that it cannot fit in the
12 extents, each extent is then loaded with the address of up to 248
indirect extents. The indirect extents then contain the actual data that
makes up the file. Because IRIX uses indirect extents, you can create
files up to 2 GB, assuming you have that much disk space available in
your file system.

® The last block of the file system is an exact duplicate of the file system
super-block. This is a safety precaution that provides a backup of the
critical information stored in the super-block.

Floppy and CD File Systems

IRIX allows you to mount and use file systems on floppy disks and on CD-
ROM drives. You can use these file systems on your own system, or you can
export them via NFS for use on other systems (if you have NFS installed).
See the NFS Administration Guide for more information on exporting file
systems.

The operating instructions for these kinds of file systems are very similar
and are covered in detail in the mediad(1M) reference page.

IRIX supports the following CD and floppy disk file system formats:

e FAT (MS-DOS)

e HFS (Macintosh)

e ISO 9660

e Photo CD

e High Sierra

e EFS (IRIX File System)

e Music CD format
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Floppy Disk File Systems

File systems on floppy disks are controlled by the mediad(1M) daemon.
mediad monitors a given floppy drive, waiting for a disk to be inserted. If
your system is running the objectserver, floppy disks are mounted on /floppy
if the disk is in FAT (MS-DOS) or HFS (Macintosh) format. If you have more
than one floppy drive, additional disks in additional drives are
automatically mounted on /floppy2, /floppy3, and so on. If your system is
not running the objectserver, you must provide a location for the mount point.
See the mediad(1M) reference page for complete information. When you are
through using the floppy file system, issue the eject(1) command, and mediad
will attempt to unmount the file system. If the unmount is successful, it ejects
the floppy immediately. Note that only one instance of mediad is allowed per
system. Two invocations of mediad with the same floppy parameter generate
an error.

To specify a particular floppy drive, use the appropriate device special file in
/dev/rdsk. High density diskettes can be accessed by using floppy devices
with the hi suffix on the device special file name.

If you are not running the objectserver and you wish to start mediad for a high
density floppy drive with SCSI identifier 7 and the mount point /floppy, use
this command:

nmedi ad -ip /dev/rdsk/fds0d7.3.5hi /floppy

You must give instructions for the floppy device to be monitored and a
location to mount the file system. You must also have created the mount
point and ensured that the directory permissions are set appropriately (777
is usually required for read-write file systems).

CD-ROM File Systems

mediad(1M) also monitors CD-ROM drives, waiting for a disk to be inserted.
When a disk is inserted, the file system it contains is mounted if the file
system is in EFS, HFS, ISO 9660, or High Sierra format. If your system is
running the objectserver, the CD-ROM drives are monitored automatically
and when a CD containing a valid file system is inserted, it is automatically
mounted on /CDROM (for the first CD-ROM drive), and /CDROM?2, /
CDROMS3, and so on for additional drives.
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If you are not running the objectserver when you invoke mediad, you must
give instructions for the SCSI device to be monitored and a location to mount
the CD-ROM file system. You must also have created the mount point and
ensured that the directory permissions are set appropriately (755 is usually
adequate for read-only file systems). If you are not running the objectserver
and you wish to start mediad for a CD-ROM drive with SCSI identifier 4 and
the mount point /cdrom with the mount option ro (for read-only), issue this
command:

nediad -o ro -ip /dev/scsi/sc0d410 /cdrom

Note that CD-ROM file systems are always read-only. When you are finished
using the file system, issue the eject command, and mediad will attempt to
unmount the file system. If the unmount is successful, it ejects the CD. When
mediad is running, however, any user can unmount and eject a CD with the
eject command. Only one instance of mediad is allowed per system.

To administer file systems, you need to do the following:
* Monitor the amount of free space and free inodes available.

e If a file system is chronically short of free space, take steps to alleviate
the problem, such as removing old files and imposing disk usage
quotas.

¢ Periodically check file systems for data integrity using fsck.
* Back up file systems.

The first three tasks are described in this chapter. Information about backing
up file systems is found in Chapter 6, “Backing Up and Restoring Files.”

Shell Scripts for File System Administration

Many routine administration jobs can be performed by shell scripts. Here are
a few ideas:

® Use a shell script to investigate free blocks and free inodes, and report
on file systems whose free space dips below a given threshold.
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® Use a shell script to automatically “clean up” files that grow (such as
log files).

® Use a shell script to highlight cases of excessive disk use.

All of these scripts can be run automatically by cron(1M) and the output sent
to you using electronic mail. Typically, these scripts use some combination
of find(1), du(1M), Mail(1), and shell commands.

The process accounting system performs many similar functions. If the
process accounting system does not meet your needs, examine the scripts in
fusr/libjacct, such as ckpacct and remove, for ideas about how to build your
own administration scripts.

Checking Free Space and Free Inodes

You can quickly check the amount of free space and free inodes with the df(1)
command. For example, the command:

df

produces the following output:

File Type bl ocks use avail %use Munted on
/ dev/ r oot efs 31464 25238 6226 80% /
/ dev/ usr efs 491832 452902 38930 92% /usr

ral ph.cbs:/ralph nfs 463360 409088 54272 88% /usr/ral ph

To determine the number of free inodes, use this command:
df -i

You see a listing similar to the one above, except that it also lists the number
of inodes in use, the number of inodes that are free (available), and the
percentage of inodes in use.

When a file system is more than about 90-95% full, system performance may
degrade, depending on the size of the disk. Therefore, you should monitor
the amount of available space and take steps to keep an adequate amount
available. The percentage of disk use is non-linear, which means that a larger
disk that is 97% full is not burdened as heavily as a smaller disk that is also
97% full.
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If it is not possible to significantly reduce the amount of disk space used, and
more space is needed for a particular file system, you can change the size of
the file system. If you cannot add an additional disk drive and you need to
adjust the size of your file systems, you must back them up, remove them,
and then remake them using mkfs(1M). If you can add another hard disk to
the system, you can grow existing file systems onto the new disk using a
logical volume and growfs(1M). For more information on logical volumes,
see “Logical Volumes and Disk Striping” on page 244.

Why Free Space Decreases

The amount of free space on a file system decreases over time for the
following reasons:

* People tend to forget about files they no longer use. Outdated files often
stay on the system much longer than necessary.

* Some files, particularly log files like /var/adm/SYSLOG, grow as a result
of normal system operations. Normally, cron rotates this file once per
week so that it does not grow excessively large. (See /var/spool/cron/
crontabs/root.) However, you should check this file periodically just to
make sure it is being rotated properly, or when the amount of free disk
space has grown small.

¢ The lost+found directory at the root of each file system may be full. If
you log in as root, you can check this directory and determine if the files
there can be removed.

* Some directories, notably /tmp, /ust/tmp.O, and /var/tmp, accumulate
files. These are often copies of files being manipulated by text editors
and other programs. Sometimes these temporary files are not removed
by the programs that created them.

e The directories /ust/tmp.O, fvar/tmp, and /var/spool/uncppublic are public
directories; people often use them to store temporary copies of files
they are transferring to and from other systems and sites. Unlike /tmp,
they are not cleaned out when the system is rebooted. The site
administrator should be even more conscientious about monitoring
disk use in these directories.

*  WorkSpace users move old files to the dumpster without realizing that
such files are not fully deleted from the system.

201



Chapter 8: File System Administration

292

¢ om and IRIX core files in /var/adm/crash are accumulating without being
removed.

® binary core dumps from crashed application programs are not being
removed.

Monitoring Key Files and Directories

Almost any system that is used daily has several key files and directories
that grow through normal use. Some examples are shown in Table 8-1.

Table 8-1 Files and Directories That Tend to Grow

File Use

/etc/wtmp history of system logins

/var/adm/sulog history of su commands

/var/cron/log history of actions of cron

/tmp directory for temporary files (root file
system)

/var/tmp directory for temporary files

/usr/tmp.O directory for temporary files

The frequency with which you should check growing files depends on how
active your system is and how critical the disk space problem is. A good
technique for keeping them down to a reasonable size uses a combination of
the tail(1) and mov(1) commands:

tail -50 /var/adnisulog > /var/tnp/sul og
mv /var/tnp/sul og /var/adni sul og

This sequence puts the last 50 lines of /var/adm/sulog into a temporary file,
then moves the temporary file to /var/adm/sulog. This reduces the file to the
50 most recent entries. It is often useful to have these commands performed
automatically every week using cron(1). For more information on using cron
to automate your regular tasks, see “Automating Tasks with at(1), batch(1),
and cron(1M)” on page 29.
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Cleaning Out Temporary Directories

The directory /tmp and all of its subdirectories are automatically cleaned out
every time the system is rebooted. You can control whether or not this
happens with the chkconfig option nocleantmp. By default, nocleantmp is
off, and thus /tmp is cleaned.

The directory /var/tmp is not automatically cleaned out when the system is
rebooted. This is a fairly standard practice on IRIX systems. If you wish, you
can configure IRIX to automatically clean out /var/tmp whenever the system
is rebooted. Changing this standard policy is a fairly extreme measure, and
many people expect that files left in /var/tmp are not removed when the
system is rebooted. The same rules apply to /ust/tmp.O.

If you must change the policy, this is how to do it:

1. Notify everyone who uses the system that you are changing the
standard policy regarding /var/tmp, and that all files left in /var/tmp will
be removed when the system is rebooted. Send electronic mail and post
a message in the /etc/motd file.

Give the users at least one week’s notice, and longer if possible.
2. Edit the file /etc/init.d/RMTMPFILES.
3. Find a block of commands in the file that looks something like this:

# make /var/tnmp exi st
if [ ! -d/var/tnp ]
t hen
rm-f /var/tnp # renove the directory
nkdir /var/tnmp
fi
4. Remove thefi statement, then add the following lines:

el se
# clean out /var/tnp
rm-f /var/tnmp/*

fi

The complete block of commands should look something like this:

# make /var/tnmp exi st
if [ ! -d/var/tnp ]
t hen
rm-f /var/tnp # renove the directory
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nkdir /var/tmp

el se
# clean out /var/tnp
rm-f /var/tnmp/*

fi

5. Save and exit the file.

Do not make this change without warning users well in advance. You can
also automate this task by using the find(1) command to find files over 7 days
old in the temporary directories and remove them. Use the following
commands:

find /var/tnp -atine 7 -exec rm{} \;
find /tnp -atine 7 -exec rm{} \;

See “cron(1M) Command” on page 30 for information on using the cron
command to automate the process.

Tracking Disk Use

Part of the job of cleaning up file systems is locating and removing files that
have not been used recently. The find(1) command can locate files that have
not been accessed recently.

The find program searches for files, starting at a directory named on the
command line. It looks for files that match whatever criteria you wish, for
example all regular files, all files that end in “.trash,” or any file older than a
particular date. When it finds a file that matches the criteria, it performs
whatever task you specify, such as removing the file, printing the name of
the file, changing the file’s permissions, and so forth.

For example:

find /usr -type f -ntine +60 -print > /usr/tnp/deadfiles &

In the above example:
I usr specifies the pathname where find is to start.

-type f tells find to look only for regular files and to ignore special
files, directories, and pipes.
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-ntime +60  says you are interested only in files that have not been
modified in 60 days.

-print means that when a file is found that matches the -type and
-mtime expressions, you want the pathname to be printed.

> [usr/tnp/deadfiles &
directs the output to the temporary file /tmp/deadfiles and
runs in the background. Redirecting the results of the search
in a file is a good idea if you expect a large amount of
output.

Identifying Large Space Users

Four commands are useful for tracking down accounts that use large
amounts of space: du(1), find(1), quot(1M), and diskusg(1M).

du displays disk use, in blocks, for files and directories. For example:

du /usr
This displays the block count for all directories in the usr file system.

The du command displays disk use in 512-byte blocks. To display disk use in
1024-byte blocks, use the -k option. For example:

du -k /usr/people/ral ph

The -s option produces a summary of the disk use in a particular directory.
For example:

du -s /usr/peoplel/alice

For a complete description of du and its options, see the du(1M) reference
page.

Use find to locate specific files that exceed a given size limit. For example:

find /usr -size +10000 -print

This example produces a display of the pathnames of all files (and
directories) in the usr file system that are larger than ten 512-byte blocks.
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quot reports the amount of disk usage per user on the file system. You can
use the output of this command to inform your users of their disk space
usage.

diskusg(1M) is part of the process accounting subsystem that serves the same
purpose as quot. diskusg, though, is typically used as part of general system
accounting. This utility generates disk usage information on a per-user basis.
diskusg prints one line for each user identified in the /etc/passwd file. Each line
contains the user’s UID number and login name, and the total number of
512-byte blocks of disk space currently being used by the account. The
command:

/usr/liblacct/diskusg /dev/usr

produces output in the following format:

UID login_name number_of_blocks

The output of diskusg is normally the input to acctdisk (see the acct(1M)
reference page), which generates total disk accounting records that can be
merged with other accounting records. For more information on the
accounting subsystem, consult the acct(4) reference page or Chapter 2,
“Operating the System,” in this Guide.

Imposing Disk Quotas

If your system is constantly short of disk space and you cannot increase the
amount of available space, you may be forced to implement disk quotas.
IRIX provides the quotas subsystem to automate this process. A limit can be
set on the amount of space a user can occupy, and there may be a limit on the
number of files (inodes) he can own.This subsystem is described completely
in the quotas(4) reference page. You can use this system to implement specific
disk usage quotas for each user on your system. You may also choose to
implement “hard” or “soft” quotas. (Hard quotas are enforced by the
system, soft quotas merely remind the user to trim disk usage.)

With soft limits, whenever a user logs in with a usage greater than his soft
limit, he or she will be warned (via /bin/login(1)). When the user exceeds the
soft limit, the timer is enabled. Any time the quota drops below the soft
limits, the timer is disabled. If the timer is enabled longer than a time period
set by the administrators, the particular limit that has been exceeded will be
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treated as if the hard limit has been reached, and no more resources will be
allocated to the user. The only way to reset this condition is to reduce usage
below the quota. Only root may set the time limits and this is done on a per
file system basis.

Several options are available with the quotas subsystem. You can impose
limits on some users and not others, some file systems and not others, and
on total disk usage per user, total number of files, or size of files. The system
is completely configurable. You can also keep track of disk usage through the
process accounting system provided under IRIX.

The importance of managing disk quotas carefully cannot be over-
emphasized. It is strongly recommended that if disk quotas are imposed,
they should be soft quotas, and every attempt should be made to otherwise
rectify the situation before removing someone’s files. Before using the
quotas(4) subsystem to enforce disk usage, carefully read the material on disk
quotas in Chapter 3, “User Services,” in this Guide.

The following steps impose soft disk quotas:
1. Log in as root.

2. To enable the quotas subsystem, give the commands:

chkconfi g quotas on
chkconfi g quot acheck on

3. Next, a file named quotas should be created in the root directory of each
file system that is to have a disk quota. This file should be zero length
and should be writable only by root. The command

touch quot as

issued as root in the root directory of the file system creates an
appropriate file.

4. Once the quotas files are present in each file system’s root directory, you
should then establish the quota amounts for individual users. The
edquota(1M) command can be used to set the limits desired upon each
user. For example, to set a limit of 100MB and 100 inodes on the user ID
sedgwick, give the following command:

edquot a sedgwi ck
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The screen clears, and you are placed in the vi(1) editor to edit the
user’s disk quota. You see:

fs /| kbytes(soft=0, hard=0) inodes(soft=0, hard=0)

The file system appears first, in this case the root file system (/). The
numeric values for disk space are in kilobytes, not megabytes, so to
specify 100 megabytes, you must multiply the number by 1024. The
number of inodes should be entered directly. Edit the line to appear as
follows:

fs / kbytes(soft=102400, hard=0) inodes(soft=100, hard=0)

Save the file and quit the editor when you have entered the correct
values. If you leave the value at 0, no limit is imposed. Since we are
setting only soft limits in this example, the hard values have not been
set.

Where a number of users are to be given the same quotas (a common
occurrence) the -p option to edquota will allow this to be accomplished
easily. Unless explicitly given a quota, users have no limits set on the
amount of disk they can use or the number of files they can create.

Once the quotas are set, issue the quotaon(1M) command. For quotas to
be accurate, this command should be issued on a local file system
immediately after the file system has been mounted. The quotaon
command enables quotas for a particular file system, or with the -a
option, enables quotas for all file systems indicated in /etc/fstab as using
quotas. See the fstab(4) reference page for complete details on the /etc/
fstab file.

Quotas will be automatically enabled at boot time in the future. The
script /etc/init.d/quotas handles enabling of quotas and uses the
chkconfig(1IM) command to check the quotas configuration flag to
decide whether or not to enable quotas.

If you need to turn quotas off, use the gquotaoff(1M) command.

Periodically, the records retained in the quota file should be checked for
consistency with the actual number of blocks and files allocated to the
user. Use the quotacheck(1IM) command to verify compliance. It is not
necessary to unmount the file system or disable the quota system to run
this command, though on active file systems, slightly inaccurate results
may be seen. This command is run automatically at boot time by the /
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etc/init.d/quotas script if the quotacheck flag has been turned on with
chkconfig(1M). quotacheck(1M) can take a considerable amount of time to
execute, so it is convenient to have it done at boot time.

Making New File Systems

Use the mkfs(1M) command to make file systems on formatted disks. For
information on how to format and partition disks, see “Formatting Disks
Using fx” on page 229, and “Repartitioning a Hard Disk” on page 231.

Here are a few definitions to help you:

Partition

Raw Device

Block Device

A section of disk, normally associated with a file system. A
file system is made on partition boundaries, so that no file
system overlaps another. One example is to think of a disk
as a cake, and think of a partition as a slice of the cake.
Here’s a list of the standard partitions on your system:

0: root partition

1: swap partition

6: usr partition

7: entire usable disk partition
8: vol une header

10: the entire usable disk + volune header (7 +
8)

The raw device accesses data on a character by character
basis.

The block device accesses data in blocks which come from a
system buffer cache.
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With this general terminology we can more thoroughly explain how to
create our large file system. The following steps show how to make a new
file system on an option disk that is already formatted and contains a single
partition:

1.
2.

Log in as root.

Back up all data on the system. You can use either file system backup
utilities, such as the backup tool in the System Manager, or file-oriented
utilities, such as tar(1).

It is always prudent to back up your data whenever you manipulate
your hardware and file systems. If you perform this operation on your
system disk, it will destroy all data resident in your /usr partition. For
this reason, the example assumes you are making the file system on a
previously unused option disk.

Before you proceed, verify your backups to be sure they are good.

Shut down the system and turn it off. Install the new hard disk and
configure it. See the reference information provided with the disk for
instructions about switch settings and cabling.

After the disk is installed, bring the system up to single-user mode.

Verify that the disk is formatted and contains the correct partitions with
the prtvtoc(1M) command. If the disk is not already formatted, or you
need to adjust existing partitions, see “Repartitioning a Hard Disk” on
page 231 in this guide.

Format the new disk using the mkfs command to make a new file
system. For example:

nkfs /dev/rdsk/ dks0d2s7

This example constructs a file system on the second disk (d2) attached
to the primary SCSI controller (0), and uses the entire usable portion of
the disk (s7). You can use either the block interface (dsk) or the
character interface (rdsk) to the disk. The character interface is faster.

In the above example, mkfs uses default values for the file system
parameters. These parameters are:

¢ number of physical (512-byte) disk blocks the file system occupies
¢ minimum number of inodes in the file system

¢ number of sectors per track of the physical medium
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* approximate size of each cylinder group in disk blocks
* Dboundary, in disk blocks, to which a cylinder group is aligned

* boundary, in disk blocks, to which each cylinder group’s inode list
is aligned

To determine these parameters, mkfs examines the device’s volume
header and uses that information to calculate the minimum number of
inodes and the various alignment boundaries. If you want to use
parameters other than the default, you can specify these on the mkfs
command line. See the mkfs(1M) reference page for information about
using command line parameters and proto files.

For information about specific disk driver interfaces, see the
appropriate reference page, including dks(7M) for SCSI, or ipi(7M).
Create the mount point for the device. This is a directory on the system
where the new file system will be mounted. For example:

mkdir /rsrch

The mount point can be anywhere on the system. Mount the directory
with the mount(1M) command:

mount /dev/ dsk/ dks0d2s7 /rsrch

Most systems are configured so that file systems are automatically
mounted when the system is booted up. Automatic file system
mounting is done in the file /etc/rc2, which is executed when the system
comes up to multiuser mode.

If you do not want to mount file systems when the system is booted,
skip this next step.

Add an entry in the file /etc/fstab for each new file system. For example:

/ dev/ dsk/ dks0d2s7 /rsrch efs rw, raws/ dev/rdsk/ dks0d2s7 0 0

If you already mounted the file system, as described in the previous
step, you can use the mount command to determine the appropriate /etc/
fstab entry. For example:

mount -p

displays all currently mounted file systems, including the new file
system. Copy the line that describes the new file system, in this case /
rsrch, to fetc/fstab.

See the fstab(4) reference page for more information about fstab entries.
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10. You are finished making file systems. Reboot your system and bring it
up to multiuser mode and make sure the new file systems are mounted.

If you want to make more than one file system, use mkfs to create a new
file system on each disk partition.

Changing File System Size

There are three ways to change the size of file systems:
1. Add anew disk and mount it as a directory on an existing file system.

2. Change the size of the existing file systems by removing space from one
partition and adding it to another. To do this, you must back up your
existing data, run fx(1M) to repartition the disk, then remake both file
systems with mkfs.

3. Add another hard disk and grow an existing file system onto that disk
with growfs(1M).

In the first scenario, you simply add a new disk with a separate file system
and create a new mount point for it within your file system. This is generally
considered the safest and best way to add space. For example, if your /usr file
system is short of space, add a new disk and mount the new file system on a
directory called /usr/work. Once again see “Formatting Disks Using fx” on
page 229 for full information on formatting and partitioning hard disks and
making file systems on those disks. Then use the instructions in “Mounting
and Unmounting File Systems” on page 305 to mount your file system.

The second method, running fx and mikfs, has serious drawbacks. It is a great
deal of work, and has certain risks. For example, to increase the size of a file
system, you must remove space from other file systems. You must be sure
that when you are finished changing the size of your file systems, your old
data still fits on all the new, smaller file system. Also, resizing your file
systems may at best be a stop-gap measure until you can acquire additional
disk space. This procedure is documented in “Formatting Disks Using fx” on
page 229.

In particular, you should not change the size of the root partition by
remaking your file systems or by using a logical volume. There are better
solutions to space problems on the root file system. Alternate solutions to this
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sort of problem are presented in “Insufficient Space on the root File System”
on page 331.

Growing an existing file system onto an additional disk is another way to
increase the available space in that file system. The growfs command
preserves the existing data on the hard disk and adds space from the new
disk on a logical volume. This process is simpler than completely remaking
your file systems. The one drawback to growing a file system across disks is
that if one disk fails, you cannot recover data from the other disk, even if the
other disk still works. If your /usr file system is a logical volume, you will be
unable to boot the system into multiuser mode. For this reason, it is
preferable, if possible, to mount an additional disk and file system as a
directory on /usr or the root file system.

The following steps show how to grow a fictional /work file system onto a
logical volume.

1. Log in as root and print out the following reference pages for use later
in the process:

e [y(7M)

e [vtab(4)

o Juck(1IM)
o [vinit(1M)
*  fstab(4)

2. Back up all data on the system. This is a prudent step to take whenever
you are manipulating your hardware and file systems. Verify your
backups to make sure they are good before you proceed.

3. Shut down the system. Install the new hard disk and configure it. (If the
disk was not purchased from Silicon Graphics, it may need to be
formatted with fx(1M) for use with IRIX.)

4. Bring up the system to multiuser mode.

5. Establish a logical volume. It will span the /work file system on the
existing disk and the partition on the new disk by editing the file /etc/
Ivtab. Place an entry in the file for the logical volume. The entry should
look something like this:

I vO: First Logical Vol ume: devs=/dev/dsk/ dks0d2s7, \
/ dev/ dsk/ dks0d3s7
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10.

11.

An [vtab entry is made up of several fields. Each field is separated by a
colon. In the above example:

* The first field is the device name of the logical volume (in this
example, the entry is [v0).

* The second field is the volume label. This field is optional, but may
be useful for utilities to verify the volume associated with the
device.

e The third field describes which disk partitions make up the logical
volume. The first partition you specify is the existing partition that
you want to grow. In this case, the first partition in the list is /dev/
dsk/dks0d2s7, which is the existing /work file system. The second
partition in the logical volume is the new disk.

This example shows a logical volume composed of two disk partitions,
but it could be made up of several partitions. The only limit is the
maximum size of a file system, 8 GB.

Change the entry for /work in the file /etc/fstab to read:
/dev/ dsk/1v0 /work efs rw, raw=/dev/rdsk/lv0 0 O

Shut down the system to single-user mode and make sure the /work file
system is unmounted.

Run the mklv(1M) command to create the logical volume:
nklv -f [vO

In this example, the argument 1v0 is the volume device name, which is
the first field in the [vtab entry for this logical volume.

After you set up the logical volume, you can grow the file system into
the logical volume. Enter the growfs command:

growfs /dev/rdsk/Iv0

If the file system needs to be cleaned, growfs prints an error message
and stops.

Even if growfs did not print any errors, it is advisable to run fsck on the
expanded file system:
fsck /dev/rdsk/Iv0

You are finished growing the file system. Reboot the system and verify
that all data is intact.
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For more information about setting up logical volumes, including
information about striping, see “Logical Volumes and Disk Striping” on page
244 in this guide. Other useful information is contained in the [vinit(1M),
lock(1M), mklv(1M), and Iv(7M) reference pages. For information about the
format of the lvtab file see the lvtab(4) reference page.

Naming a File System

When you create a file system with mkfs, the program assigns a name to the
file system. However, the name that mkfs assigns is not always as memorable
or easy to type as one might like. Therefore, you probably want to create a
more mnemonic name for the file system. An IRIX file system is generally
named after the highest-level directory in its hierarchy.

Use the mknod(1M) command to create a special device node in /dev for the
file system, if you have not already done so.

Find the device numbers for the specific file system. For example:

I's -1 /dev/dsk/dks0dls6
brw ----- 2 root sys 22, 32 Aug 23 17:08 ips0dis6

In this example, the /usr file system is on an ESDI disk (ips) attached to
controller 0, it is on the first disk (d1), and it is partition 6 (s6). See the
appropriate reference page for your disk, for example, dks(7M).

Mounting and Unmounting File Systems

To use a file system, it must be mounted. The root and /usr file systems are
always mounted as part of the boot procedure. This is done in the script /etc/
rc2.

You can mount file systems several ways:

e manually

* automatically when the system is booted

* automatically when the file system is accessed for the first time since
the computer was rebooted (NFS file systems only)
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Note that if you mount a file system over an existing subdirectory, the
original subdirectory and its subtrees will be hidden until the file system is
unmounted.

Mounting a File System Manually

To mount a file system manually, use this command:

mount /dev/dsk/ dks0d1s6 /usr
If you have a shorthand name for the file system:

mount /dev/usr /usr

Mounting a File System on Boot Up

To mount a file system every time the computer is rebooted, place a line
similar to this in the file /etc/fstab:

/dev/usr [usr efs rw,raw=/dev/rusr 0 O

This line indicates a file system /dev/usr should be mounted on /usr. It is an
IRIX EFS, and it should be mounted read/write so that anyone who has
permission can write files in the file system. The fstab entry also specifies the
name of the raw device, in this case /dev/rusr.

The last two numbers refer to the frequency in days that the file system
should be dumped with the dump program and the fsck parallel pass number,
respectively. For more information on dump, see “Backing Up File Systems”
on page 177 and for more information on fsck parallel passes, see “Further
fsck Options” on page 309.

The following details the component fields of each entry in the /etc/fstab file.

Here is another sample entry:
/ dev/ dsk/ dks0d2s7 /test efs rw, raw=/dev/rdsk/dks 0 d2s7 0 O

The fields in your new line are defined as follows:

/dev/dsk/dks0d2s7
The block device where the file system is located.
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/test The name of the directory where the file system will be
mounted.

efs The type of file system. In this case, we are using an Extent
file system. See the reference page on efs for complete
information.

I'w, raw These are some of many options available when mounting

a file system. In this instance, we are asking that the file
system be mounted read-write, so that root and other users
can write to it. The raw= option should be the last option in
the options list. See the fstab reference page for all the
options available.

00 These two numbers represent the frequency of dump cycle
and the fsck pass priority. These two numbers must be
added after the last option in the options list (raw =). The
fstab reference page contains additional information.

The machine will mount our new file system on /test every time the machine
boots into multi-user mode.

Mounting a File System Automatically

If you have the optional NFS software, you can automatically mount any
remote file system whenever it is accessed (for example, by changing
directories to the file system with cd). The remote file system must be
exported with the exportfs(1M) command.

For complete information about setting up automounting, including all the
available options, see the automount(1M) and exportfs(1M) reference pages.

These utilities are discussed more completely in the NFS and NIS
Administration Guide.

Unmounting a File System

To unmount a file system, use the umount(1M) command:

umount /dev/ usr

You should always unmount a file system before running fsck on it.
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Checking File Systems with fsck

This section provides a quick overview of the steps to using fsck(1M).
“Repairing Problems with fsck” on page 310 provides even more detailed
information about using fsck.

File systems are usually checked for data integrity whenever the system is
booted. You should also check the integrity of a file system before you make
a complete backup of it; otherwise, you run the risk of backing up an
inconsistent file system.

The fsck command checks file system consistency. To check a single file
system, for example, prior to performing an image backup with the System
Manager, follow these steps:

1.
2.

Log in as root.

Depending on which file system you want to check, shut down the
system to single-user mode.

To check a file system, the file system must be unmounted. However,
you cannot unmount a file system if it is “busy.” A file system is busy if
any files are open or active in that file system, or if a user’s current
working directory is a subdirectory of that file system.

For example, many daemons, such as /usr/lib/lpsched, /usr/etc/ypbind,
and /usr/etc/syslogd, execute from the /usr file system. The simplest way
to make sure the file system is not busy is to bring the system down to
single-user mode.

If you do not bring the system to single-user mode, unmount the file
system with the umount(1M) command. For example, to unmount the /
usr file system:

unmount /dev/ usr
Run fsck:
fsck /dev/rusr

As fsck runs, it proceeds through a series of steps, or phases. You may see
an error-free check.

fsck: Checking /dev/usr

** Phase 1 - Check Bl ocks and Sizes
** Phase 2 - Check Pat hnanes

** Phase 3 - Check Connectivity
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** Phase 4 - Check Reference Counts
** Phase 5 - Check Free List
7280 files 491832 bl ocks 38930 free

If there are no errors, you are finished checking the file system.

Mount the file system using mount(1M). For example:

mount /dev/usr /usr

5. If errors are detected in the file system, fsck displays an error message. If
you encounter file system inconsistencies, proceed to “Repairing
Problems with fsck” on page 310.

If you cannot shut down the system and cannot unmount the file system, but
you need to perform the check immediately, you can run fsck in “no-write”
mode. The fsck program checks the file system, but makes no changes and
does not repair inconsistencies.

For example, the following command invokes fsck in no-write mode:

fsck -n /dev/usr

If any inconsistencies are found, they are not repaired. You must run fsck
again without the -n flag to repair any problems. The benefit of this
procedure is that you should be able to gauge the severity of the problems
with your file system.

Further fsck Options

You may find it convenient to check multiple file systems at once. This is also
known as parallel checking. The -m flag indicates parallel checking. Use the
-m flag only when working from the /etc/fstab file.

The -q option runs fsck in quiet mode. Since the program does not prompt
for information, this is essentially the same as using -y, though with less

verbose output.

For a complete list of options, see the fsck(1M) reference page.
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dfsck

The dfsck utility runs simultaneous (dual) checks on two file systems. This
functionality is superseded by the -m option to fsck, but the program is
included with IRIX for backward compatibility.

It is strongly recommended that you use the multiple option, -m with fsck,
instead of dfsck. The -m option with fsck does a much better job of checking
file systems, and support for dfsck may be eliminated in a future release of
IRIX.

Repairing Problems with fsck
This section describes the messages that are produced by each phase of fsck,

what they mean, and what you should do about each one. The following
abbreviations are used in fsck error messages:

BLK block number

DUP duplicate block number
DIR directory name

MTIME time file was last modified
UNREF unreferenced

The following sections use these single-letter abbreviations:
block number

file (or directory) name

inode number

file mode

user ID of a file’s owner

file size

time file was last modified

link count, or number of BAD, DUP, or MISSING blocks, or
number of files (depending on context)

X 4 © o0z — O
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Y corrected link count number, or number of blocks in file
system (depending on context)

Z number of free blocks

In actual fsck output, these abbreviations are replaced by the appropriate
numbers.

Initialization Phase

The command line syntax is checked. Before the file system check can be
performed, fsck sets up some tables and opens some files. The fsck program
terminates if there are initialization errors.

General Errors Phase

Two error messages may appear in any phase. Although fsck prompts for
you to continue checking the file system, it is generally best to regard these
errors as fatal. Stop the program and investigate what may have caused the
problem.

CAN NOT READ: BLK B ( CONTI NUE?)
The request to read a specified block number B in the file
system failed. This error indicates a serious problem,
probably a hardware failure. Press n to stop fsck. Shut down
the system to the System Maintenance Menu and run
hardware diagnostics on the disk drive and controller.

CAN NOT WRI TE: BLK B ( CONTI NUE?)
The request for writing a specified block number B in the file
system failed. The disk may be write-protected or there may
be a hardware problem. Press n to stop fsck. Check to make
sure the disk is not set to “read only.” (Some, though not all,
disks have this feature.) If the disk is not write protected,
shut down the system to the System Maintenance Menu
and run hardware diagnostics on the disk drive and
controller.

Phase 1 Check Blocks and Sizes

This phase checks the inode list. It reports error conditions resulting from:
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® checking inode types

* setting up the zero-link-count table

¢ examining inode block numbers for bad or duplicate blocks
® checking inode size

¢ checking inode format

Phase 1 Error Messages

Phase 1 has three types of error messages:
¢ information messages

¢ messages with a CONTINUE? prompt
* messages with a CLEAR? prompt

Phase 1 Meaning of Yes/No Responses

Table 8-2 explains the significance of responses to phase 1 prompts:

Table 8-2 Meaning of fsck Phase 1 Responses

Prompt Response Meaning

CONTINUE? n Terminate the program.

CONTINUE? y Continue with the program. This error condition

means that a complete check of the file system is not
possible. A second run of fsck should be made to
recheck this file system.

CLEAR? n Ignore the error condition. A "no" response is
appropriate only if the user intends to take other
measures to fix the problem.

CLEAR? y Deallocate inode I by zeroing its contents. This may
invoke the UNALLOCATED error condition in Phase
2 for each directory entry pointing to this inode.
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Phase 1 Error Messages

UNKNOWN FI LE TYPE | =l (CLEAR?)
The mode word of the inode I suggests that the inode is not
a pipe, special character inode, regular inode, directory
inode, symbolic link, or socket.

LI NK COUNT TABLE OVERFLOW ( CONTI NUE?)
There is no more room in an internal table for fsck
containing allocated inodes with a link count of zero.

B BAD I =I Inode I contains block number B with a number lower than
the number of the first data block in the file system or
greater than the number of the last block in the file system.
This error condition may invoke the EXCESSIVE BAD
BLKS error condition in Phase 1 if inode I has too many
block numbers outside the file system range. This error
condition invokes the BAD/DUP error condition in Phase 2
and Phase 4.

EXCESSI VE BAD BLOCKS | =l (CONTI NUE?)
There is more than a tolerable number (usually 50) of blocks
with a number lower than the number of the first data block
in the file system or greater than the number of the last block
in the file system associated with inode I.

B DUP | =I Inode I contains block number B, which is already claimed
by another inode. This error condition may invoke the
EXCESSIVE DUP BLKS error condition in Phase 1 if inode I
has too many block numbers claimed by other inodes. This
error condition invokes Phase 1B and the BAD/DUP error
condition in Phase 2 and Phase 4.

EXCESSI VE DUP BLKS | =1 ( CONTI NUE?)
There is more than a tolerable number (usually 50) of blocks
claimed by other inodes.

DUP TABLE OVERFLOW ( CONTI NUE?)
There is not more room in an internal table in fsck containing
duplicate block numbers.

PARTI ALLY ALLOCATED | NODE | =I (CLEAR?)
Inode I is neither allocated nor unallocated.
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RI DI CULOUS NUMBER OF EXTENTS (%) (nex al | owed %)
The number of extents is larger than the maximum the
system can set and is therefore ridiculous.

| LLEGAL NUMBER OF | NDI RECT EXTENTS ( %)
The number of extents or pointers to extents (indirect
extents) exceeds the number of slots in the inode for
describing extents.

BAD MAG C I N EXTENT
The pointer to an extent contains a “magic number.” If this
number is invalid, the pointer to the extent is probably
corrupt.

EXTENT QUT OF ORDER
An extent’s idea of where it is in the file is inconsistent with
the extent pointer in relation to other extent pointers.

ZERO LENGTH EXTENT
An extent is zero length.

ZERO Sl ZE DI RECTORY
It is erroneous for a directory inode to claim a size of zero.
The corresponding inode is cleared.

DI RECTORY SI ZE ERROR
A directory’s size must be an integer number of blocks. The
size is recomputed based on its extents.

DI RECTORY EXTENTS CORRUPTED
If the computation of size (above) fails, fsck will print this
message and ask to clear the inode.

NUMBER OF EXTENTS TOO LARGE
The number of extents or pointers to extents (indirect
extents) exceeds the number of slots in the inode for
describing extents.

PCOSSI BLE DI RECTORY SI ZE ERRCR
The number of blocks in the directory computed from
extent pointer lengths is inconsistent with the number
computed from the inode size field.
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PCSSI BLE FI LE SI ZE ERROR
The number of blocks in the file computed from extent
pointer lengths is inconsistent with the number computed
from the inode size field. fsck gives the option of clearing the
inode in this case.

Phase 1B Rescan for More DUPS

When a duplicate block is found in the file system, the file system is
rescanned to find the inode that previously claimed that block. When the
duplicate block is found, the following information message is printed:

B DUP | =I Inode I contains block number B, which is already claimed
by another inode. This error condition invokes the BAD/
DUP error condition in Phase 2. Inodes with overlapping
blocks may be determined by examining this error
condition and the DUP error condition in Phase 1.

Phase 2 Check Path Names

This phase traverses the pathname tree, starting at the root directory. fsck
examines each inode that is being used by a file in a directory of the file
system being checked.

Referenced files are marked in order to detect unreferenced files later on. The
program also accumulates a count of all links, which it checks against the
link counts found in Phase 4, pointing to bad inodes found in Phase 1 and
Phase 1B.

Phase 2 reports error conditions resulting from the following:

* root inode mode and status incorrect

e directory inode pointers out of range

e directory entries pointing to bad inodes

Initial Checks

fsck examines the root directory inode first, since this directory is where the
search for all pathnames must start.
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If the root directory inode is corrupted, or if its type is not directory, fsck prints
error messages. Generally, if a severe problem exists with the root directory
it is impossible to salvage the file system, although fsck allows attempts to
continue under some circumstances.

Possible error messages caused by problems with the root directory inode
include:

ROOT | NODE UNALLOCATED. TERM NATI NG
The root inode points to incorrect information. There is no
way to fix this problem, so the program stops.

If this problem occurs on the root file system, you must
reinstall IRIX. If it occurs on another file system, you must
recreate the file system using mkfs and recover files and
data from backups.

ROOT | NODE NOT A DI RECTORY. FI X?
The root directory inode does not seem to describe a
directory. If you enter <n>, fsck terminates. If you enter <y>,
fsck treats the contents of the inode as a directory even
though the inode mode indicates otherwise. If the directory
is actually intact, and only the inode mode is incorrectly set,
this may recover the directory.

DUPS/ BAD | N ROOT | NODE. CONTI NUE?
Something is wrong with the block addressing information
of the root directory. If you enter<n>, fsck terminates. If you
enter <y>, fsck attempts to continue with the check. If some
of the root directory is still readable, pieces of the files
system may be salvaged.

Phase 2 Types of Error Messages

Phase 2 has only one type of error message: messages with a REMOVE?
prompt.
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Phase 2 Meaning of Yes/No Responses
Table 8-3 describes the significance of responses to Phase 2 prompts:

Table 8-3 Meaning of Phase 2 fsck Responses

Prompt Response Meaning

REMOVE? n Ignore the error condition. A "no" response is
appropriate only if the user intends to take other action
to fix the problem.

REMOVE? y Remove a bad directory entry.

Phase 2 Error Messages

| OUT OF RANGE | =I NAME=F ( REMOVE?)
A directory entry F has an inode number I that is greater
than the end of the inode list.

UNALLOCATED | =I OMNNER=O MODE=M S| ZE=S MIl ME=T NAME=F( REMOVE?)
A directory entry F has an inode I without allocate mode
bits. The owner O, mode M, size S, modify time T, and file
name F are printed. If the file system is not mounted and the
-n option is not specified, and if the inode that the entry
points to is size 0, the entry is removed automatically.

DUP/ BAD | =I OANER=O MODE=M S| ZE=S MIl ME=T DI R=F ( REMOVE?)
Phase 1 or Phase 1B found duplicate blocks or bad blocks
associated with directory entry F, directory inode I. The
owner O, mode M, size S, modify time T, and directory
name F are printed.

DUP/ BAD | =I OANER=O MODE=M S| ZE=S MIl ME=T FI LE=F ( REMOVE?)
Phase 1 or Phase 1B found duplicate blocks or bad blocks
associated with file entry F, inode I. The owner O, mode M,
size S, modify time T, and file name F are printed.

Phase 3 Check Connectivity

Phase 3 of fsck locates any unreferenced directories detected in Phase 2 and
attempts to reconnect them. It reports error conditions resulting from:

e unreferenced directories
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¢ missing or full lost+found directories

Phase 3 Types of Error Messages

Phase 3 has two types of error messages:

¢ information messages

* messages with a RECONNECT? prompt
Phase 3 Meaning of Yes/No Responses

Table 8-4 explains the significance of responses to Phase 3 prompts:

Table 8-4 Meaning of fsck Phase 3 Responses

Prompt Response Meaning

RECONNECT n Ignore the error condition. This invokes the
UNREEF error condition in Phase 4. A “no”
response is appropriate only if the user intends
to take other action to fix the problem.

RECONNECT? y Reconnect directory inode I to the file system in
directory for lost files (lost+found). This may
invoke a lost+found error condition if there are
problems connecting directory inode I to
lost+found. If the link was successful, this
invokes CONNECTED information message.

Phase 3 Error Messages

UNREF DIR I =] OMNER=O MODE=M SI ZE=S MIl ME=T ( RECONNECT?)
The directory inode I was not connected to a directory entry
when the file system was traversed. The owner O, mode M,
size S, and modify time T of directory inode I are printed.
The fsck program forces the reconnection of a nonempty
directory.

SORRY. NO | ost +f ound DI RECTORY
No lost+found directory is in the root directory of the file
system; fsck ignores the request to link a directory in
lost+found. The unreferenced file is removed.
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There is nothing you can do at this point, but you should
remake the lost+found directory as soon as possible.

SORRY. NO SPACE I N | ost +f ound DI RECTORY

There is no space to add another entry to the lost+found
directory in the root directory of the file system; fsck ignores
the request to link a directory in lost+found. The
unreferenced file is removed.

There is nothing you can do at this point, but you should
clean out the lost+found directory as soon as possible.

DIR I =I'1 CONNECTED. PARENT WAS | =| 2

This is an advisory message indicating that a directory
inode I1 was successfully connected to the lost+found
directory. The parent inode I2 of the directory inode I1 is
replaced by the inode number of the lost+found directory.

Phase 4 Check Reference Counts

This phase checks the link count information seen in Phases 2 and 3 and
locates any unreferenced regular files. It reports error conditions resulting
from:

unreferenced files

missing or full lost+found directory

incorrect link counts for files, directories, or special files
unreferenced files and directories

bad and duplicate blocks in files and directories

incorrect counts of total free inodes

Phase 4 Types of Error Messages

Phase 4 has five types of error messages:

information messages

messages with a RECONNECT? prompt
messages with a CLEAR? prompt
messages with an ADJUST? prompt
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* messages with a FIX? prompt

Phase 4 Meaning of Yes/No Responses

Table 8-5 describes the significance of responses to Phase 4 prompts:

Table 8-5 Meaning of fsck Phase 4 Responses

Prompt Response Meaning

RECONNECT? n Ignore this error condition. This invokes a CLEAR
error condition later in Phase 4.

RECONNECT? vy Reconnect inode I to file system in the directory for
lost files (lost+found). This can cause a lost+found
error condition in this phase if there are problems
connecting inode I to lost+found.

CLEAR? n Ignore the error condition. A "no" response is
appropriate only if the user intends to take other
action to fix the problem.

CLEAR? y Deallocate the inode by zeroing its contents.

ADJUST? n Ignore the error condition. A "no" response is
appropriate only if the user intends to take other
action to fix the problem.

ADJUST? y Replace link count of file inode I with the link
counted computed in Phase 2.

FIX? n Ignore the error condition. A "no" response is
appropriate only if the user intends to take other
action to fix the problem.

FIX? y Fix the problem.

Phase 4 Error M
UNREF FI LE I =I

essages

OMWNER=O MODE=M SI ZE=S MIl ME=T ( RECONNECT?)
Inode I was not connected to a directory entry when the file
system was traversed. The owner O, mode M, size S, and
modify time T of inode I are printed. If the -n option is
omitted and the file system is not mounted, empty files are
cleared automatically. Nonempty files are not cleared.
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SORRY. NO | ost +f ound DI RECTORY
There is no lost+found directory in the root directory of the
file system; fsck ignores the request to link a file in
lost+found.

There is nothing you can do at this point, but you should
create the lost+found directory as soon as possible.

SORRY. NO SPACE I N | ost +f ound DI RECTORY
There is no space to add another entry to the lost+found
directory in the root directory of the file system; fsck ignores
the request to link a file in lost+found.

There is nothing you can do at this point, but you should
clean out the lost+found directory as soon as possible.

(CLEAR The inode mentioned in the immediately previous UNREF
error condition cannot be reconnected, so it is cleared.

LI NK COUNT FI LE | =I OANER=O MODE=M SI ZE=S MIl ME=T COUNT=X SHOULD
BE Y (ADJUST?)
The link count for inode I, which is a file, is X but should be
Y. The owner O, mode M, size S, and modify time T are
printed.

LI NK COUNT DI R I =I OANER=O MODE=M S| ZE=S MTI ME=T COUNT=X SHOULD
BE Y (ADJUST?)
The link count for inode I, which is a directory, is X but
should be Y. The owner O, mode M, size S, and modify time
T of directory inode I are printed.

LI NK COUNT F | =I OWNER=0O MODE=M Sl ZE=S MIl ME=T COUNT=X SHOULD
BE Y (ADJUST?)
The link count for F inode I is X but should be Y. The file
name F, owner O, mode M, size S, and modify time T are
printed.

UNREF FILE I=I OMNER=O MODE=M SI ZE=S MTI ME=T ( CLEAR?)
Inode I, which is a file, was not connected to a directory
entry when the file system was traversed. The owner O,
mode M, size S, and modify time T of inode I are printed. If
the -n option is omitted and the file system is not mounted,
empty files are cleared automatically. Nonempty directories
are not cleared.
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UNREF DI R | =I

OMNER=0O MODE=M S| ZE=S MIl ME=T ( CLEAR?)
Inode I, which is a directory, was not connected to a
directory entry when the file system was traversed. The
owner O, mode M, size S, and modify time T of inode I are
printed. If the -n option is omitted and the file system is not
mounted, empty directories are cleared automatically.
Nonempty directories are not cleared.

BAD/ DUP FILE | =I OAMNER=O MODE=M SI ZE=S MIl ME=T ( CLEAR?)

Phase 1 or Phase 1B found duplicate blocks or bad blocks
associated with file inode I. The owner O, mode M, size S,
and modify time T of inode I are printed.

BAD/ DUP DIR I =I OMER=O MODE=M SI ZE=S MIl ME=T ( CLEAR?)

Phase 1 or Phase 1B found duplicate blocks or bad blocks
associated with directory inode I. The owner O, mode M,
size S, and modify time T of inode I are printed.

FREE | NODE COUNT WRONG | N SUPERBLK ( FI X?)

The actual count of the free inodes does not match the count
in the super-block of the file system.

Phase 5 Check Free List

Phase 5 checks the free-block list. It reports error conditions resulting from:

e bad blocks in the free-block list

e bad free-block count

* duplicate blocks in the free-block list

¢ unused blocks from the file system not in the free-block list

e total free-block count incorrect

Phase 5 Types of Error Messages

Phase 5 has four types of error messages:

e information messages

e messages that have a CONTINUE? prompt

* messages that have a FIX? prompt
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¢ messages that have a SALVAGE? prompt

Phase 5 Meaning of Yes/No Responses

Table 8-6 describes the significance of responses to Phase 5 prompts:

Table 8-6 Meanings of Phase 5 fsck Responses

Prompt Response Meaning

CONTINUE? n Terminate the program.

CONTINUE? y Ignore rest of the free-block list and continue

execution of fsck. This error condition always
invokes BAD BLKS IN FREE LIST error condition
later in Phase 5.

FIX? n Ignore the error condition. A "no" response is
appropriate only if the user intends to take other
action to fix the problem.

FIX? y Replace count in super-block by actual count.

SALVAGE? n Ignore the error condition. A "no" response is
appropriate only if the user intends to take other
action to fix the problem.

SALVAGE? y Replace actual free-block bitmap with a new free-
block bitmap.

Phase 5 Error Messages

FREE BLK COUNT WRONG | N SUPERBLOCK ( FI X’?)
The actual count of free blocks does not match the count in
the super-block of the file system.

BAD FREE LI ST ( SALVAGE?)
This message is always preceded by one or more of the
Phase 5 information messages.

Phase 6 Salvage Free List

This phase reconstructs the free-block bitmap. There are no error messages
that can be generated in this phase and no responses are required.
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Cleanup Phase

Once a file system has been checked, a few cleanup functions are performed.
The cleanup phase displays advisory messages about the file system and
status of the file system.

Cleanup Phase Messages

X files Y blocks Z free
This is an advisory message indicating that the file system
checked contained X files using Y blocks leaving Z blocks
free in the file system.

SUPERBLOCK MARKED DI RTY
A field in the super-block is queried by system utilities to
decide if fsck must be run before mounting a file system. If
this field is not “clean,” fsck reports and asks if it should be
cleaned.

PRI MARY SUPERBLOCK WAS | NVALI D
If the primary super-block is too corrupt to use, and fsck can
locate a secondary super-block, it asks to replace the
primary super-block with the backup.

SECONDARY SUPERBLOCK M SSI NG
If there is no secondary super-block, and fsck finds space for
one (after the last cylinder group), it asks to create a
secondary super-block.

CHECKSUM WRONG | N SUPERBLOCK
An incorrect checksum makes a file system unmountable.

*xxkx F| LE SYSTEM WAS MODI FI ED ** %
This is an advisory message indicating that the current file
system was modified by fsck.

*kxkx REMOUNTI NG ROOT. .. *x*xx
This is an advisory message indicating that w made changes
to a mounted root file system. The automatic remount
ensures that incore data structures and the file system are
consistent.
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How the File System Works

This section describes how the IRIX file system is constructed and how it
works.

In the IRIX system, a file is a one-dimensional array of bytes with no other
structure implied. Files are attached to a hierarchy of directories.

A directory is merely another type of file that the user is permitted to use,
but not allowed to write; the operating system itself retains the responsibility
for writing directories. The combination of directories and files make up a
file system. The starting point of any IRIX file system is a directory that
serves as the root. In the IRIX operating system there is always one file
system that is itself referred to by that name, root. Traditionally, the root
directory of the root file system is represented by a single slash (/).

A directory such as usr is referred to in various ways. You sometimes see the
terms “leaf” and “mount point” used to describe a directory that is used to
form the connection between the root file system and another mountable file
system. Regardless of the terms used, such a directory is the root of the file
system that descends from it. The name of that file system is, coincidentally,
the name of the directory. In our example, the file system is usr.

The IRIX EFS file system may contain the following types of files:

e directories (d)

e regular files (-)

e character devices (c)

* Dblock devices (b)

* named pipes (p)

¢ symbolic links (1)

e UNIX domain sockets (s)

The letter in parentheses following each item is the character used by Is -I to
identify the file type.
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Tables in Memory

When a file system is identified to the IRIX system through a mount(1M)
command, an entry is made in the mount table, and the super-block is read
into an internal buffer maintained by the kernel. Disk inodes and free
storage bitmaps are read in from the disk as needed.

The System I-Node Table

The IRIX system maintains a structure known as the system inode table.
Whenever a file is opened, its inode is copied from the secondary storage
disk into the system inode table. If two or more processes have the same file
open, they share the same inode table entry. The entry includes:

* the name of the device from which the inode was copied
* the inode number or i-number

¢ areference count of the number of pointers to this entry (a file can be
open for more than one process)

The System File Table

The system maintains another table called the system file table. Because files
may be shared among related processes, a table is needed to keep track of
which files are accessible by which process. For each file descriptor, an entry
in the system file table contains:

¢ aflag to tell how the file was opened (read /write)

* acount of the processes pointing to this entry (when the count drops to
zero, the system drops the entry)

* apointer to the system inode-table entry that is referenced by this file-
table entry

* apointer that tells where in the file the next I/O operation will take
place

The Open File Table

The last table that is used to provide access to files is the open file table. It is
located in the user area portion of memory. There is a user area for each
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process and, consequently, an open file table for each process. An entry in the
open file table contains a pointer to the appropriate system file table entry.

System Steps in Accessing a File

The next few paragraphs describe steps the operating system takes to open,
create, read, and write a file.

Open

If you give the pathname /a/b to the open(2) system call, the following is
performed. (Your program probably uses the fopen(3) subroutine from the
standard I/O library, but that in turn invokes the open system call.)

1. The operating system sees that the pathname starts with a slash, so the
root inode is obtained from the inode table.

2. Using the root inode, the system does a linear scan of the root directory

file looking for an entry “a”. When “a” is found, the operating system
picks up the i-number associated with “a”.

3. Thei-number gives the offset into the inode list at which the inode for

“a” is located. At that location, the system determines that “a” is a
directory.

7onzi

4. Directory “a” is searched linearly until an entry “b” is found.

5. When “b” is found, its i-number is picked up and used as an index into
the i-list to find the inode for “b”.

6. The inode for “b” is determined to be a file and is copied to the system
inode table (assuming it’s not already there), and the reference count is
incremented.

7. The system file table entry is allocated, the pointer to the system inode
table is set, the offset for the I/O pointer is set to zero to indicate the
beginning of the file, and the reference count is initialized.

8. The user area file descriptor table entry is allocated with a pointer set to
the entry in the system file table.

9. The number of the file descriptor slot is returned to the program.
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The linear scan algorithm for locating the inode of a file illustrates why it is
advisable to keep directories small.

Create

Creating a file (the creat(2) system call) has these additional steps at the

beginning:

1. If the file does not already exist, a free inode is located by searching the
inode areas of the file system.

2. The mode of the file is established (possibly and-ed with the
complement of a umask entry; see umask(2)) and entered in the inode.

3. Using the i-number, the system goes through a directory search similar

to that used in the open system call. The difference is that in the case of
creat, the system writes the last portion of the pathname into the
directory that is the next to last portion of the pathname. The i-number
is stored with it.

Reading and Writing

Both the read(2) and write(2) system calls follow these steps:

1.

Using the file descriptor supplied with the call as an indeXx, the user’s
open file table is read, and the pointer to the system file table is
obtained.

The user buffer address and number of bytes to read and write are
supplied as arguments to the call. The correct offset into the file is read
from the system file table entry.

(Reading) The inode is found by following the pointer from the system
file-table entry to the system inode table. The operating system copies
the data from storage to the user’s buffer.

(Writing) The same pointer chain is followed, but the system writes into
the data blocks. If new blocks are needed, they are allocated from the
file system’s list of free blocks. The EFS file system always attempts to
grow the last extent if the following blocks are free, or to preallocate a
large number of contiguous free blocks when allocating through a new
extent. Disk blocks that aren’t needed are freed when the file is closed.
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5. Before the system call returns to the user, the number of bytes read or
written is added to the offset in the system file table.

6. The number of bytes read or written is returned to the user.

Files Used by More Than One Process

If related processes are sharing a file descriptor (as happens after a fork(1)),
they also share the same entry in the system file table. Unrelated processes
that access the same file have separate entries in the system file table because
they may be reading from or writing to different places in the file. In both
cases, the entry in the inode table is shared; the correct offset at which the
read or write should take place is tracked by the offset entry in the system
file table.

Pathname Conversion

The directory search and pathname conversion takes place only once as long
as the file remains open. For subsequent access of the file, the system
supplies a file descriptor that is an index into the open file table in your user
process area. The open file table points to the system file table entry where
the pointer to the system inode table is picked up. Given the inode, the
system can find the data blocks that make up the file.

A running process can successfully read and write a file after it has opened
it, even if someone has since renamed or unlinked it. This might be
important when it seems that there are more used blocks than that accounted
for by simply examining files in a directory hierarchy. In this case, the blocks
are freed when the process closes the file with the close(2) system call or exits
the file with the exit(2) system call.

Synchronization

The above description of pathname conversion, while complex, is rather
neat and orderly. The situation is complicated, however, by the fact that the
IRIX system is a multi-tasking system. To give some tasks prompt attention,
the system may make the decision that other tasks are less urgent. In
addition, the system keeps a buffer cache and a cache of free blocks and
inodes in memory together with the super-block to provide more responsive
service to users. The stability that comes from having every byte of datain a
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file immediately written to the storage disk is traded for the gain of being
able to provide more service to more users.

In normal processing, disk buffers are flushed periodically to the disk
devices. This is a system process that is not related directly to any reads or
writes of user processes. The process is called “synchronization.” It includes
writing out the super-blocks in addition to the disk buffers. The sync
command can be used to cause the writing of super-blocks and updated
inodes and the flushing of buffers. It is worth noting, however, that the
return from the command simply means that the writing was scheduled, not
necessarily completed.

Processes that must ensure that data is written to the disk immediately can
open the file with the O_SYNC flag, which causes the data and inode
information to be written to the disk at the time of the write system call.
Alternatively, the fsync(2) system call flushes all data to the disk associated
with the particular file descriptor argument.

Search Time

Several things affect the amount of time the system needs to spend in
looking for and reading in a file:

e the size of the directories being searched

e the size of the file itself

e the layout of the file extents

As described above, when the IRIX system is locating a file to be opened, it

searches linearly through all the directories in the pathname. Search time is
reduced by keeping the number of entries in a directory small.

Most often, a file system is corrupted because the address and count
information fail to make it out to the storage medium. This is caused by:

e hardware failure

e human error
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Problems can occur from any combination of these factors.

Hardware Failure

There is no fool-proof way to predict hardware failure. The best way to avoid
hardware failures is to conscientiously follow recommended diagnostic and
maintenance procedures. Use the fx utility to flag bad blocks on a hard disk
and remap them to good blocks.

Human Error
Human error is probably the greatest single cause of file system corruption.
To avoid problems, follow these rules closely:

1. ALWAYS shut down the system properly. Do not simply turn off power
to the system. Use a standard system shutdown tool, such as
shutdown(1M).

2. NEVER remove a file system physically (pull out a hard disk) without
first unmounting the file system.

3. NEVER physically write-protect a mounted file system, unless it is

mounted read-only.

The best way to insure against data loss is to make regular, careful backups.
See Chapter 6, “Backing Up and Restoring Files,” for complete information
on system backups.

Insufficient Space on the root File System

The root file system is typically very static. It contains only basic programs
and utilities. A prime reason for running out of space on the root file system
is application programs creating many, sometimes very large, files in /tmp.

If you need to increase space, consider these alternatives:

¢ Identify applications that cause the most problems, and configure them
to use /usr/tmp.O instead of /tmp for temporary files. Most applications
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recognize the TMPDIR environment variable, which specifies the
directory to use instead of the default. For example, with csh(1):

setenv TMPDIR /usr/tnmp. O
With sh(1):
TMPDI R=/ usr/tnp. O ; export TMPDI R

e Make /tmp a mounted file system. You can “carve” a /tmp file system
out of other file systems if need be.

e Make /tmp a symbolic link to /usr/tmp.O.

Note: If you use either of the last two options listed above, you should
exercise great care when your system is in single-user mode, since the
mounted file systems will not be present and your mounts and links to /tmp
will therefore not be active.
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Administering Printers

Chapter 9 describes the printing facilities
that are part of the IRIX system. Nearly
all systems use some kind of printer, and
IRIX provides ready-made configuration
files for most industry standard printers.
Ifyou have a graphics system, the System
Manager utility, described in the
Personal System Administration Guide,
provides a convenient graphical interface
for printer installation and maintenance.
Specific tasks covered in Chapter 6
include:

o Installing serial printers.

o Installing parallel printers.

* Installing network printers.

®  Removing printers.

e Using the LP administration tools.

*  Printer Cabling Requirements.






Chapter 9

Administering Printers

One of the basic peripheral devices used by almost all workstations and
servers is a printer. This chapter deals with installing and maintaining a
printer with your IRIS workstation or server. Most computing facilities use
printers regularly. Your IRIS supports many industry-standard printers.

The most convenient way for you to install a printer on your IRIS is to use
the graphical System Manager. This method of adding a printer is described
in the Personal System Administration Guide. If you have a non-graphical
workstation or server, you can use this chapter for instructions on how to
administer your printing system using IRIX shell commands. In this chapter,
the terms “workstation” and “server” are used interchangeably, because the
interface described here is identical across all Silicon Graphics products.

The Ip system allows information to be printed and is one of the main
utilities that users need on a regular basis. This chapter discusses:

Adding and removing certain types of printers. See “Adding a Printer”
on page 336, and “Removing Printers” on page 340.

Registering network and hardwired printers. See “Registering Parallel
and SCSI Printers” on page 336, “Registering Serial Printers” on page
338, and “Registering Network Printers” on page 338.

The Ip spooling system. See “Using the Ip Spooler” on page 340.
Ip User Commands. See “lp User Commands” on page 342.

Maintaining the Ip system. See “Maintaining the lp System” on page
350.

Troubleshooting Ip system problems. See “Troubleshooting Your
Printing System” on page 353.

Ip error messages. See “lp Error Messages” on page 356.

Printer cabling. See “Printer Cable Pin Signal Tables” on page 368.
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¢ The BSD lpr software. “Configuring and Troubleshooting the BSD LPR
Spooler System” on page 372.

To send print requests to your printer, you must first add your printer by
registering it with the line printer (Ip) spooler. The printer should be
registered with the Ip spooler of the computer to which the printer is directly
connected (hardwired), and also with the Ip spooler of any computer
accessing the printer through a network. The procedures for registering a
printer with [p vary, depending on whether the printer is hardwired or
accessed across a network; these procedures are described in the next
sections.

Registering Parallel and SCSI Printers

There are several different types of printers you can connect to your system.
In this chapter, printers are divided into three groups. The first group is
parallel and SCSI printers. The second are serial printers and the third group
is printers of any type connected to other systems. The printer hardware
documentation should tell you whether your printer is a parallel or serial
printer.

If you need to create the devices to use your parallel port or ports (some
systems, such as CHALLENGE and Onyx series have multiple parallel
ports), log in as root and use the commands:

cd /dev
./ MAKEDEV pl p

The MAKEDEYV script will determine the number of parallel ports on your
system (there is always at least one) and make the correct devices for all
available ports.

The parallel interface port on the back of your workstation or server is
clearly labeled. The special file /dev/plp refers to the parallel printer interface
and port. Some larger servers and workstations can have multiple parallel
ports. There is one parallel port on each 104 board on CHALLENGE and
Onyx systems. If you have four 104 boards, you have four parallel ports.
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If you have more than one parallel port on your system, the device files that
refer to the ports are named according to the board slot in which the CPU
board is installed. For example, if you have an 104 board in slot 2 and
another in slot 4, the device files for the parallel ports will be /dev/plp2 and /
dev/plp4. One of these devices (the parallel port attached to the board
designated as the primary board) will be linked to the default /dev/plp. Each
parallel port on the back of your system is clearly labeled.

Parallel and SCSI printers are installed with the same procedure, but to
different ports. Your SCSI printer hardware documentation should detail the
cabling requirements for SCSI interface. Most printers can be installed using
the graphical System Manager and the procedures described in the Personal
System Administration Guide. The procedure below is for those systems
without access to the System Manager.

To register printers connected directly to your computer via the parallel or
SCSI ports, follow these steps:

1. Become the superuser with the su(1M) command.
2. To stop the print spooler, type:
/usr/1ib/lpshut

3. Assuming you have a raster printer attached to the parallel port, use
the mkcentpr(1M) utility to install the printer in the Ip system:

nkcent pr

The mkcentpr utility is an interactive script that will prompt you for all
necessary information about your printer. You should be prepared to
specify the device file for the parallel port (/dev/plp unless you have
multiple CPU boards installed) and other specific information. Consult
the mkcentpr(1M) reference page for complete information about
mkcentpr syntax.

4. To set up this printer as the default printer, type:

{usr/lib/lpadnin -dprinter-name
5. To restart the print spooler, type:
/usr/lib/lpsched

Your printer is now registered with the Ip system and is ready for printing.
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Registering Serial Printers

If you have a graphics system, the best way to add a serial printer is to use
the System Manager provided with the Operating System. Servers and other
non-graphics users use the Ipadmin(1M) command. To add a printer to port
2 on your system, perform the following steps:

1.

To stop all printer activity on your system for the duration of this
procedure, give the command:

| pshut

To define the printer interface for the new device, give the following
command:

| padmi n - p printer-name - mmodel - v /dev/ttyd2
where model is a type of printer listed in the /var/spool/lp/model file.

To make the new printer the default destination for your Ip(1) print
jobs, give the command:

| padm n -d printer-name To enable the printer to receive
requests, give the comrand:

enabl e printer-name

To enable Ip to process requests for this printer, give the command:
lusr/lib/accept printer-name

Finally, restart printer activity on your system with the command:

/usr/1ib/lpsched

Registering Network Printers

The most convenient way for graphical workstation users to add a network
printer is to use the graphical System Manager. The Print Manager utility is
described in detail in the Personal System Administration Guide.

To configure a printer for use across a network using IRIX shell commands,
follow these steps:

1.
2.

Log in as the superuser to the workstation with the attached printer.

Replace remote_workstation in the command below with the name of the
workstation that needs access to the printer. Type:
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addclient renote_workstation

addclient grants permission for the specified remote_workstation to access
printers across the network. It is important to realize that by giving this
command, you are allowing anyone on the remote machine who has
access to the Ip account there to have the privileges of the Ip account on
your system.

If you want all remote workstations to be able to use printers on your
system, type:

addclient -a

Note: Printers must be configured on the system to which they are
attached before remote workstations can configure them successfully
across the network.

Both workstations must be able to communicate across the network.
For additional information on network communications, see
Chapter 15, “Understanding Silicon Graphics’” Networking Products.”

On the local workstation, become superuser.
To stop the spooler, type the command:
/usr/1ib/lpshut

On the local workstation, add the printer to the Ip spooler with the script
mknetpr:

nknet pr printer hostname netprinter

printer is the local name you want for the remote printer and should be
no more than 14 characters long. hostname is the name of the
workstation or server the remote printer is on, and netprinter is the
name of the printer on that workstation or server.

To set up this printer as the default printer, type this command on the
local workstation:

{usr/lib/lpadnin -dprinter-name
Restart the spooler with this command:

/usr/1ib/lpsched
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Under some circumstances, you may want to remove one or more printers
from the Ip system. The rmprinter(1M) utility allows you to remove a
specified printer. The preset(1M) utility allows you to reset your entire Ip
system to the way it was when you received your workstation from Silicon
Graphics, Inc. To remove a specified printer, follow these steps:

1. Become the superuser.

2. Remove the printer by entering the command below. Replace printer-
name with the name of the printer you wish to remove:

rnprinter printer-name
Your printer is now removed from the Ip system.
To remove all printers on your system, use the preset command.
Caution: Use preset with extreme care: it removes all printer configuration
information.
1. Become the superuser.

2. Type:

preset

Your Ip system is now completely reset and all printers are removed.

The Line Printer (Ip) Spooling Ultilities are a set of eleven commands that
allow you to spool a file that you want to print. Spooling is a technique that
temporarily stores data until it is ready to be processed (in this case, by your
printer). For Ip spooling, a file (or group of files) to be printed is stored in a
queue until a printer becomes available. When the printer is ready, the next
file in the queue is printed.

Ip spooling allows you to use your workstation without waiting for your file
to print. Ip spooling also lets you share printers among many users. The flow
of printing throughout your system is regulated by the Ip Spooling Utilities.
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The Ip Spooling Utilities allow:

Customizing your system so that it will spool to a pool of printers.
(These printers need not be the same type.)

Grouping printers together into logical classes to maximize
throughput.

Queueing print requests, thus allowing a print request (job) to be
processed by the next available printer.

Canceling print requests, so that an unnecessary job will not be printed.
Starting and stopping Ip from processing print requests.

Changing printer configurations.

Reporting the status of the Ip scheduler.

Restarting any printing that was not completed when the system was
powered down.

Moving print requests and queues from one printer or class of printers
to another.

The eleven Ip spooling commands are divided into two categories: user
commands for general use of the [p system; and administrative commands for
system configuration and maintenance.

Ip Terms and Conventions

These terms represent important concepts used in this document:

printer A logical name that points to an interface file, which

represents a physical device, that is, the actual printer.

class The name given to an ordered list of one or more printers. A

printer may be assigned to more than one class, but need
not be a member of any class.

destination The place an Ip request is sent to await printing. The

destination may be a specific printer or a class of printers.
An output request sent to a specific printer will be printed
only by that printer; a request sent to a class of printers will
be printed by the first available printer in its class.
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Ip User Commands
The commands described in this section allow all users on your
workstations and your network to access the printing facilities. Your users

should use the Ip and cancel commands most frequently, the Ipstat command
occasionally, and the enable and disable commands infrequently, if ever.

User Command Summary

This section describes the five basic [p commands.

Ip Routes jobs to a destination and places them in a queue. The
destination may be either a single printer or a class of
printers.

cancel Cancels output requests.

disable Prevents a printer from printing jobs in the queue.

enable Allows a printer to print jobs in the queue.

Ipstat Reports the status of many aspects of the Ip spooling
system.

Ip: Make an Output Request

The Ip command routes a job request to a destination where it is placed in a
queue to await printing. The destination may be a single printer or a class of
printers. If you do not specify a destination, the request is routed to the
default destination. For information on how to set the default printer
destination, see “Changing the Default Printer Destination” on page 350

The form of the Ip command is:

I p [options] filenames

Every time an Ip request is made, a “request-ID” is assigned to the job, and
a record of the request is sent to you. The request-ID has this form:

desti nat i on- segnum

destination is the printer or class of printers to which the job has been routed.
seqnum is an arbitrary sequence number assigned to the job by the Ip system.



Using the Ip Spooler

Ip has three options which are particularly useful: -n, -d, and -c.

Use -n to print more than one copy of a document:

| p - nnumber

number is the number of copies to print. Note that there is no space between
-n and number.

Use -d to specify a printer or class of printers other than the default printer
(assuming your system has more than one printer defined):

| p - ddestination filenames

Finally, use -c (for copy) to ensure that the edits that you make to your files
once you have issued a print request do not show up in the printed output:

I p -c filenames

You can combine these command options in any order. For a complete list of
Ip options, see the Ip(1) reference page. Some example uses of the Ip
command are shown here:

Ip nyfile

request idis nyprinter-12 (1 file)

Ip < nyfile

request id is nyprinter-13 (standard input)
cat nyfile | Ip

request id is myprinter-14 (standard input)
Ip -n3 -dfoo -c nmyfile

request id is foo-15 (1 file)

To request a printout, you can use the Ip command several different ways.
The first three examples above perform identical functions, sending a simple
print request to the default printer. The fourth example prints three copies
on printer foo and creates a copy of the file for the printer to process, ensuring
that if changes are made to the file after the print request, the original file will
be printed.
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cancel: Stop a Print Request

The cancel command removes a job from the queue. You can cancel a job
either before or after it starts printing, but you can cancel only one at a time.

Any user can cancel any other user’s job. If you cancel another user’s print
request, mail is sent to that user. Once you cancel a job, you can request that
it be printed again only with the Ip command:

cancel printer-name

cancel request-ID

Using the printer name cancels the job currently being printed. Using the
request-ID cancels the specified job whether or not it is currently being
printed, as shown below:

cancel myprinter
request "nyprinter-16" cancell ed
cancel nyprinter-17

request "nyprinter-17" cancell ed

Issuing a cancel command does not work when the job is being printed on a
remote workstation. To cancel a print job on a remote system, log in to the
remote system and issue the cancel command.

disable: Stop Printer from Processing Requests

The disable command prevents the printer from printing jobs in the queue.
Possible reasons for disabling the printer include malfunctioning hardware,
paper jams, running out of paper, or end-of-day shutdowns. If a printer is
busy at the time it is disabled, the request it was printing is reprinted in its
entirety when you re-enable the printer.

You can send job requests to a printer that has been disabled. The jobs are put
on the queue but are not printed until the printer is enabled.

To disable a printer, type:

di sable [-c] [-r"reason"] printer(s)
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The -c option cancels the request currently being printed and disables the
printer. This is useful if the current request causes the printer to behave
abnormally.

The -r option lets you tell other users why you disabled a printer. reason is a
character string and must be enclosed in double quotes (" "). This string is
reported to anyone trying to use the disabled printer or to anyone issuing the
Ipstat(1M) command.

enable: Allow Printer to Process Requests

The enable command permits a printer that has been disabled to begin
printing jobs from the queue. The example below demonstrates the enable
command. To enable a printer, type:

enabl e printer(s)

di sabl e -r"paper jam' nyprinter

printer "nyprinter" now di sabl ed

enabl e nmyprinter

printer "nyprinter" now enabl ed

Ipstat: Report Ip Status

The Ipstat command gives you a report on the status of various aspects of the
Ip system. To check Ip status, type:

| pstat [options]

The most useful option is -t, which gives a complete report on the status of
the Ip system. For a complete list of options, see the Ipstat(1) reference page.
The following example demonstrates the Ipstat command:

| pstat -t

schedul er is running

system default destination: myprinter

menbers of class foo:

nyprinter

device for nyprinter: /dev/plp

myprinter accepting requests since Jul 31 21:40
foo accepting requests since Jul 30 12:23
printer nmyprinter now printing foo-18
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enabl ed since Aug 5 15:34
foo-18 nylogin 3156 Aug 7 17:11 on nyprinter

Administrative Commands

This section summarizes the commands that are used to administer the Ip
system. To execute the administrative commands, you must be logged in as
either root (that is, the superuser) or as Ip. Inexperienced users should not use
the Ip administrative commands.

Administrative Command Summary

Ipsched Starts the Ip scheduler.

Ipshut Stops the Ip scheduler.

reject Prevents jobs from queueing at a particular destination.

accept Permits job requests to queue at a particular destination.
Ipmove Moves printer requests from one destination to another.

Ipadmin Configures the Ip system.

Ipsched : Start the Ip Scheduler

The Ipsched command starts the Ip scheduler. Ip prints jobs only when the
scheduler is running. Ipsched is executed automatically each time the
computer is booted.

Every time Ipsched is executed, it creates a file called SCHEDLOCK in /fvar/
spool/lp. As long as this file exists, the system will not allow another
scheduler to run. When the scheduler is stopped under normal conditions,
SCHEDLOCK is automatically removed. If the scheduler stops abnormally,
you must remove SCHEDLOCK before you use the Ipsched command. You
may need to use this procedure to restart the scheduler after the system shuts
down abnormally.

To start the Ip scheduler, type:
/usr/libl/lpsched
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There is no response from the system to acknowledge the Ipsched command;
to verify that the scheduler is running, use Ipstat.

Ipshut: Stop the Ip Scheduler

The Ipshut command stops the Ip scheduler and ends all printing activity. All
requests that are being printed when you issue the Ipshut command are
reprinted in their entirety when the scheduler is restarted.

To stop the Ip scheduler, type:
/usr/1ib/lpshut

reject: Prevent Print Requests

The reject command stops Ip from routing requests to a destination queue.
For example, if a printer has been removed for repairs, or has received too
many requests, you may wish to prevent new jobs from being queued at that
destination.

If the printer is enabled, all requests that are in the queue when you issue the
reject command are printed.

The reject command takes the form:

lusr/liblreject [-r"reason"] destination

The -r option lets you tell other users why print requests are being rejected.
reason is a character string and is enclosed in double quotes (" ). This string
is reported to anyone trying to use Ip to send requests to the specified
destination.

accept : Allow Print Requests

The accept command allows job requests to be placed in a queue at the named
printer(s) or class(es) of printers. As shown in the example below, accept
allows a printer to receive job requests and reject disables printing:

lusr/liblaccept nmyprinter
destination "nyprinter" now accepting requests

/usr/lib/reject -r"printer broken" nyprinter
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destination "nyprinter" is no |longer accepting requests

I[omove: Move a Request to Another Printer

The Ipmove command moves print requests from one destination to another.
For example, if you have a printer removed for repairs, you may want to
move all jobs pending on the queue to a destination with a working printer.
You may also use Ipmove to move specific requests from one destination to
another, but only after you have halted the scheduler with the Ipshut
command. Ipmove automatically rejects job requests re-routed to a
destination without a printer. The Ipmove command takes two forms:

Jusr/lib/lpnmove destl dest2

lusr/libl/lpnove request(s) destination

dest1, dest2, and destination are printers or classes of printers. request is a
specific request-ID.

In the first form of the command, all requests are moved from dest1 to dest2.
After the move, the printer or printers at dest1 will not accept requests until
you issue an accept command. All re-routed requests are renamed dest2-nnn,
where nnn is a new sequence number in the queue for destination dest2. In
the second form, which you may issue only after you stop the scheduler, the
re-routed requests are renamed destination-nnn. When you restart the
scheduler, the original destinations will still accept new requests. The three
commands in the example below demonstrate the usage of the Ipmove
command:

{usr/lib/lpnove myprinter yourprinter
| pshut

{usr/lib/lpnove foo-19 foo-20 yourprinter

After the third command, you see the message:

total of 2 requests noved to yourprinter

Ipadmin: Configure Printers

The Ipadmin command has two primary uses: adding new printers to the
system and changing printer classes and destinations. Silicon Graphics has
some routines to automatically add some of the printers supported for use
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with the workstation. These commands include mkPS(1M), mkcentpr(1M),
and mknetpr(1M). These should be used whenever possible. For a list of
supported printers, see the file /var/spool/lp/model.

Unlike most IRIX commands, [padmin requires an option. The Ipadmin
command takes three forms:

| padm n - ddestination
| padm n - xdestination

| padm n - pprinter [ options]

The -d option sets the system default destination. The destination must
already be installed when you issue the command.

The -x option removes the specified destination from the Ip system. This form
of the Ipadmin command will not work while the scheduler is running.

You cannot remove a destination (printer or class) if it has pending requests;
you must first either remove all requests with the cancel command or move
them to other destinations with Ipmove.

Removing the last remaining member of a class deletes that class from Ip.
Removal of a class, however, does not imply the removal of printers
assigned to that class.

The -p form of the Ipadmin command has two options that let you reassign
printers to different classes. With these options, the Ipadmin command takes
the form:

| padmi n - pprinter [ - cclass] [ -rclass]

The -c option assigns a printer to the specified class; the -r option removes a
printer from the specified class.

/fusr/1ib/lpadm n -xmyprinter

Jusr/lib/lpadmin -dnyprinter -rfoo -cboo

The -p options will not work while the scheduler is running. For a complete
list of options, see the Ipadmin (1M) reference page. After creating a printer,
you may need to edit the interface file: /var/spool /lp/interface/printername. The
interface file controls such things as printer baud rate, log file site, and
existence of banners.
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This section contains procedures for changing your default printer, clearing
printer log files, and printing over a network.

Changing the Default Printer Destination

The Ip command determines a request’s destination by checking for a -d
option on the command line. If -d is not present, it checks to see if the
environment variable LPDEST is set. If LPDEST is not set, then the request
is routed to the default destination.

The system default destination can be a printer or a printer class.You can set
it by using the Ipadmin command with the -d option. The system default
must be set by the user. A destination must already exist on the Ip system
before you can designate it as the default destination.

Setting the environment variable LPDEST allows a user to have a default
destination other than the system default.

Clearing Out log Files

A log file keeps a record of all printing activity on a given printer. Each
printer keeps a log file, located in /var/spool/lp/transcript/log. You can change
the name of the file by editing /var/spool/interface/printername and changing
the value of the LOGFILE variable.

Each file contains a running list of processed jobs, each of which includes the
following:

¢ the logname of the user who made the request

e therequest ID

* the name of the printer that processed the request

* the date and time the printing started

Any Ipsched error messages that occur are also recorded.
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If there are a lot of Ip requests for a given printer, that printer’s log file will
soon get very large. You can manually remove the contents of these files
from time to time, or you can set up the computer to do it for you
automatically at regular intervals.

Included in /var/spool/lp/etc/lib is a shell script log.rotate that automatically
rotates (cleans out) your printers’ log files once per day at 4:12 a.m. To set up
the script for your printer(s), you must edit log.rotate and /var/spool/cron/
crontabs/root in the following manner:

1.

Become the superuser and change directories to /var/spool/lp/etc/lib:
cd /var/spool/lp/letc/lib

In the file log.rotate, remove the comment marker (#) from the following
line:

# printers="PRINTERI PRINTER2"

In place of PRINTER1 and PRINTER?2, put the names of any parallel-
interface (that is, color) printers and any remote printers. Any number
of printers may be included. If you have no color or remote printers,
use two double quotes to make a null string (" ") in place of the printer
names.

In the file log.rotate, remove the comment marker (#) from the following
line:

# Local PS=" PRINTERI"

In place of PRINTERI, put the names of any hardwired (that is,
connected to the serial port) printers.

Change directories to /var/spool/cron/crontabs:

cd /var/spool /cron/crontabs

Edit root by removing the comment marker (#) from the line containing
log.rotate.

Write and exit from the file. The Ip log will be rotated by the script
log.rotate, which is called by the cron daemon.

For more information about using cron to automate tasks, see
“Automating Tasks with at(1), batch(1), and cron(1M)” on page 29.
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Printing Over the Network

Remote printing on the workstation or server allows you to send print jobs
over the network with the same commands you use to send jobs to a printer
connected directly to your workstation. This is accomplished by giving a
remote printer a local name so that the local Ip scheduler is “fooled” into
thinking it is sending the request to a local printer. After the local
workstation’s Ip spooler queues the print request, it is sent across the
network to the remote workstation or server, where it is processed by that
workstation’s Ip spooler. As a result of this, you cannot accurately determine
the status of a remote print request by using the Ipstat command on the local
workstation.

This section covers two aspects of remote printing:
e checking the status of remote print requests

® canceling remote print requests

Checking Remote Printer Status

When you send a print request across the network to a remote workstation,
the local Ip system always reports that the request is being printed,
regardless of its actual status in the remote workstation’s Ip system. To check
the true status, you must remotely access (using rsh or rlogin) the
workstation whose printer is processing the job. The remote Ip scheduler
changes the request ID of any job sent to it over the net to reflect the actual
name of the printer and gives it a new sequence number corresponding to its
place in the remote queue. To determine a specific job’s status, look in the
remote printer’s log file (that is, the log file on the remote workstation) with
the tail command. The example below uses rsh to access the remote
workstation:

rsh hosttail logpath

host is the name of the remote workstation. logpath is the pathname of the
remote printer’s log file.



Troubleshooting Your Printing System

Canceling Remote Print Requests

Once you know the remote printer status, you can use the cancel command
on the remote workstation to cancel any jobs on the printer’s queue. You
must cancel a remote print job from the remote workstation once it has been
sent over the network by the local Ip system.

Troubleshooting Your Printing System

If you send a print request to a printer with Ip, psroff, or imprint and do not
receive any output, you should use the checklists below to make sure your
system is ready for printing. Use these lists as a supplement to the
troubleshooting information in